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Graph Neural Networks

The propagation mechanism is the most fundamental part of GNNs.
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The Propagation Process

Rethinking the Propagation

 Is there a unified framework that essentially governs the propagation
mechanisms of different GNNs? If so, what is it?

 Can it bring new insights for new GNNs designing?

SGC, APPNP...

GCN, GIN...
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The Unified Optimization Framework

Flexible Feature Fitting Term Graph Laplacian Regularization Term

Feature Topology

 Flexible Graph Convolutional Kernels

𝐅𝟏, 𝐅𝟐 → 𝐈, ෩𝐀, ሚ𝐋

 𝜁 = 0 or 𝜁 = 1

 𝜉 is a non-negative coefficient



Interpreting PPNP and APPNP.
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PPNP01 APPNP02

Proof.



Interpreting GCN and SGC.

Interpreting GC Operation.
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GCN01 SGC02

GC operation01



Interpreting DAGNN.
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JKNet01

Interpreting JKNet.

DAGNN02
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Understanding relationships between different GNNs is much easier. 

Overall Correspondences.

Discussion.

The unified framework opens up new insights for designing novel GNNs.
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GNN-LF: GNN with Low-pass Filtering Kernel

Objective

Relation

Model

Closed Solution. Iterative Approximation.
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GNN-HF: GNN with High-pass Filtering Kernel

Objective

Model

Closed Solution. Iterative Approximation.

Relation
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Spectral Expressive Power Analysis

GNN-LF/HF SGC

PPNP/APPNP

K-order polynomial filter on graph signal 𝐗 ∈ ℝ𝑛×𝑓: Expressive Power

Fixed Constant 

Flexible

∧

Over-smoothing
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Datasets.

Metrics.

BaseLines.
Traditional graph learning methods 01

Spectral methods02

Spatial methods03

Deep GNN methods04

MLP, LP

ChebNet, GCN

SGC, GAT, GraphSAGE, PPNP

JKNet, APPNP, IncepGCNACC ± uncertainties
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Node Classification
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Propagation Depth Analysis
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Model Analysis



Overview The Unified Framework New GNNs Design Experiments

Conclusions

Conclusions



A unified optimization framework. 

We propose a unified objective optimization framework and
theoretically prove that this framework is able to unify a series of
GNNs propagation mechanisms.

01

A new insight for designing GNNs.

Within the proposed optimization framework, we design two
novel deep GNNs with flexible low-frequency and high-
frequency filters which can well alleviate over-smoothing.

02

Extensive experiments verify the feasibility.

Our extensive experiments clearly show that the proposed two
GNNs outperform the state-of-the-art methods. This further
verifies the feasibility for designing GNNs under the unified
framework.

03
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