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Abstract

Abnormal event detection, which refers to mining unusual

interactions among involved entities, plays an important role

in many real applications. Previous works mostly over-

simplify this task as detecting abnormal pair-wise interac-

tions. However, real-world events may contain multi-typed

attributed entities and complex interactions among them,

which forms an Attributed Heterogeneous Information Net-

work (AHIN). With the boom of social networks, abnor-

mal event detection in AHIN has become an important, but

seldom explored task. In this paper, we firstly study the

unsupervised abnormal event detection problem in AHIN.

The events are considered as star-schema instances of AHIN

and are further modeled by hypergraphs. A novel hyper-

graph contrastive learning method, named AEHCL, is pro-

posed to fully capture abnormal event patterns. AEHCL de-

signs the intra-event and inter-event contrastive modules to

exploit self-supervised AHIN information. The intra-event

contrastive module captures the pair-wise and multivariate

interaction anomalies within an event, and the inter-event

module captures the contextual anomalies among events.

These two modules collaboratively boost the performance

of each other and improve the detection results. During the

testing phase, a contrastive learning-based abnormal event

score function is further proposed to measure the abnormal-

ity degree of events. Extensive experiments on three datasets

in different scenarios demonstrate the effectiveness of AE-

HCL, and the results improve state-of-the-art baselines up

to 12.0% in Average Precision (AP) and 4.6% in Area Under

Curve (AUC) respectively.

1 Introduction

Events widely exist in social networks, which consist of
several entities and complex interactions among them.
Abnormal events refer to unusually or rarely happened
events among observed event samples. Figure 1(d)
shows a toy example of abnormal events in the cita-
tion network, which is considered abnormal since the
involved entities exhibit rare interactions (data-mining
specialists seldom collaborate on a COVID-19 paper
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Figure 1: A toy example of abnormal events in AHIN.
(a) A citation network. (b) Network schema of the
citation network. (c) A star schema instance (event)
guided by network schema. (d) Events modeled by
hypergraph.

with radiologists). To date, abnormal event detection
has become a significant task in fraud detection [26], In-
ternet of things (IoT) security [25], computer network
monitoring [4], and other real applications, thus draw-
ing increasing concerns in recent years.

Existing approaches mainly focus on detecting
events with pair-wise abnormal patterns [7, 4, 1]. More-
over, some studied events only have simple structures
[22, 26] or categorical attributes [25, 9]. However, real-
world events may contain multiple types of entities with
rich attributes, as well as complex interactions among
them, which forms an Attributed Heterogeneous Infor-
mation Network (AHIN) [12]. As depicted in Figure
1(a), the event of publishing a paper in AHIN is asso-
ciated with a set of multi-typed attributed nodes, mak-
ing the event not limited to simple pair-wise interac-
tions (e.g., a data mining specialist writes a COVID-19
paper), but complex set-wise interactions (e.g., several
data mining specialists cooperate to write a COVID-19
paper on a bioinformatics venue). Detecting abnormal
events in AHIN became an essential, but largely ne-
glected task in social network analysis and abnormal
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detection. For example, detecting abnormal collabora-
tions in the academic network can better understand
research trends and promote cooperation.

Although this task is highly urged to be explored,
it’s never a trivial task. First, the complex set-wise
patterns in AHIN make the modeling of abnormal events
more challenging. Traditional pair-wise modeling loses
its effects since all pair-wise interactions may be normal
but the set-wise interaction is abnormal. In this regard,
a general framework should be proposed to model events
in AHIN, as well as fully consider complex abnormal set-
wise patterns. Second, due to the scarcity of anomalies
and the prohibitive cost of labeling processes, we need
to conduct abnormal event detection in an unsupervised
manner, which compounds the difficulties of capturing
abnormal patterns in AHIN. Finally, to measure the
abnormal degrees in an unsupervised setting, a proper
abnormal event score function is desired, which is
capable of truly reflecting the abnormal degrees.

To tackle these challenges, in this paper, we study
the problems of unsupervised abnormal event detection
in AHIN and propose a novel framework for Abnormal
Event detection via Hypergraph Contrastive Learning
(AEHCL). First, we consider an event in AHIN as a
star-schema instance [18] and further use the hyperedge
[8, 19] to model the set-wise interactions. A hyperedge
in the hypergraph is associated with more than two en-
tities, endowing the entities within an event not limited
to pair-wise interactions. Second, based on this event
modeling, we propose a hypergraph contrastive learn-
ing method to fully capture abnormal patterns in an
unsupervised manner, which includes two contrastive
strategies at the intra-event and inter-event levels. At
the intra-event level, the pair-wise contrastive mod-
ule captures abnormal interactions between node pairs
within an event, and the multivariate contrastive mod-
ule further considers high-order interactions. At the
inter-event level, we contrast events with their neigh-
bors to capture the inconsistent patterns between lo-
cal events. All these modules are optimized in an end-
to-end manner. Finally, to measure the abnormal de-
grees of events in AHIN, we further propose a novel
contrastive-based abnormal event score function, which
effectively integrates the detection results of the above-
mentioned modules.

The contributions are summarized as follows:
(1) To the best of our knowledge, this is the

first attempt to study the problem of abnormal event
detection in AHIN, which is an important and practical
task in many application scenarios.

(2) We propose a novel hypergraph contrastive
learning method, called AEHCL, leveraging both intra-
and inter-event contrastive tasks to capture abnormal

event patterns within an event and between events.
A contrastive-based abnormal event score function is
further designed to measure the abnormal degrees.

(3) We conduct extensive experiments on three
types of AHIN datasets. The results improve state-of-
the-art baselines up to 12.0% in AP and 4.6% in AUC
scores respectively, which demonstrate the effectiveness
of our model.

2 Related Work

2.1 Abnormal Event Detection The abnormal
event usually implies that a set of entities as well as
their interactions rarely co-occurrence. For a set of en-
tities with abnormal structures, [22] detects suspicious
dense blocks by utilizing an anomaly-aware representa-
tion method. [26] further maps different types of nodes
into a shared latent space. These models haven’t for-
mally defined abnormal events and also ignore rich at-
tributes of entities. Some other works study discrete
event sequence abnormal detection [3, 27, 10], where
each event is represented by a categorical value [25, 9].
The event in the HIN is first defined by [8] as a node
set that forms a complete semantic unit. [4] proposes
APE to model the weighted pair-wise interactions of
the heterogeneous categorical event [1]. AEHE [7] fur-
ther incorporates node attributes and node’s second-
order representations to detect abnormal events with
specific meta-path. Besides these abnormal event detec-
tion studies, the most relevant task is known as abnor-
mal node detection. CoLA [15], and ANEMONE [14]
are two advanced works using contrastive learning to
model mismatching patterns between neighbor nodes.
Both these works only model abnormal nodes or ab-
normal events with simple patterns but fail to capture
complex abnormal interactions of events in AHIN.

2.2 Heterogeneous Information Network Anal-
ysis Heterogeneous information networks (HIN) [18]
analysis focuses on modeling complex entities and their
rich relations in various applications. They mainly
leverage meta-path to learn semantic-preserving repre-
sentations of HIN. Metapath2vec [5] designs a meta-
path based random walk and utilizes skip-gram to learn
HIN embedding. HAN [23] proposes node and semantic-
level attention to learn the importance of meta-paths.
HeCo [24] introduces a cross-view contrastive mecha-
nism to HIN analysis. HeteHG-VAE [6] further uses
hypergraphs to model high-order complex interactions
of HIN and proposes a hypergraph variational auto-
encoder to learn robust node representations. HIN anal-
ysis has been widely used in fraud detection [12], rec-
ommendation [16], and other fields. However, few works
use HIN analysis in abnormal event detection.
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2.3 Contrastive Learning Contrastive learning has
achieved great success in representation learning [3, 11],
the core idea of which is to contrast positive pairs
against negative pairs. As for graph-related contrastive
learning methods, DGI [21] proposes an unsupervised
learning objective based on mutual information theory
to contrast, MVGRL [10] maximizes the mutual infor-
mation between the node representation of one view and
the graph representation of another view. In the het-
erogeneous graph domain, DMGI [17] introduces a con-
sistency regularisation framework that minimized diver-
gence between the specific relation type of node embed-
dings. Besides, some works apply contrastive learning
to abnormal node detection [15, 27]. However, there is
no research on using contrastive learning for abnormal
event detection in AHIN.

3 Preliminary

In this paper, we perform abnormal event detection
in the Attributed Heterogeneous Information Network
(AHIN), which can be formally defined as follows:

Definition 1. Attributed Heterogeneous Infor-
mation Network (AHIN). An AHIN is denoted as
G = (V;E;X) consisting of an object set V , a link set
E and an attribute matrix X 2 RjV j�k. It is also asso-
ciated with a object type mapping function � : V ! A
and a link type mapping function ’ : E ! R. A
and R denote the sets of predefined object and link
types, where jAj+ jRj > 2. The network schema [18]
SG = (A;R) can be seen as a meta template of an AHIN
G, which is a graph defined over object types A, with
links as relations from R.
Definition 2. Event in AHIN. An event Q =
(vq; V q; Eq; Xq; SG) in an AHIN is an instance of star
schema SG, which includes an object set V q � V , a
link set Eq � E and an attribute matrix Xq 2 RjV qj�k.
vq 2 V q is the center node which uniquely identifies
an event Q and the context node set V c = V qnvq
denotes the context of an event.

A toy example of AHIN and its network schema
is shown in Figure 1(a) and (b) respectively for the
citation network. Particularly, star schema network
is a kind of AHIN, in which links only exist between
objects with a center type and others. Guided by star
schema, we can extract star schema instances (events)
from the AHIN. Figure 1(c) shows an example of paper
publication event. The center node is a paper uniquely
identifying the event, and the context nodes are the
venue and authors. Instead of modeling each event as a
set of binary relations (links), we employ hypergraph [2]
to model events by viewing involved nodes as a whole.

Definition 3. Hypergraph Modeling for Event.

A hypergraph Gh = (V h; Eh) consists of nodes V h = V
from the AHIN G and a hyperedge set Eh. Each
hyperedge Ehi 2 Eh connects nodes in V q of an event
Q. The center node vq uniquely identifies a hyperedge.

Thus, an event can be modeled as a hyperedge in
the hypergraph, which is capable of modeling the high-
order semantics of an event (e.g., multiple authors are
co-authored in one paper). An event is abnormal if the
event exhibits rare interaction patterns. As depicted
in Figure 1(d), the publication events are modeled by
hyperedges, which involve multiple types of nodes (i.e.,
paper, author, and venue), and the abnormal event
contains the semantics that data mining specialists
cooperate with a radiologist on a COVID-19 paper,
which is rarely happened and considered as an anomaly.

Definition 4. Abnormal Event Detection in
AHIN. Given an AHIN G = (V;E;X) and an
event set Q = fQ1; : : : ; Qmg, the goal is to learn an
anomaly score function f�(�) to obtain the anomaly
score si = f�(Qi) for 8Qi 2 Q. By choosing the optimal
threshold t of anomaly score, the abnormal event set
Q0 = fQijQi 2 Q; f�(Qi) � tg can be detected.

4 The Proposed Model

In this section, we present AEHCL, a novel hypergraph
contrastive learning method for abnormal event detec-
tion. The overall architecture is depicted in Figure 2.
To fully capture abnormal event patterns in AHIN, we
design contrastive modules at the intra-event and inter-
event levels. For intra-event, we model the node-pair
similarity within an event to capture abnormal inter-
actions of two nodes. High-order abnormal interactions
are further captured by the multivariate contrastive task
between the center and context nodes. For inter-event,
we define the neighbors of events and design contrastive
tasks among neighbor events. Based on these con-
trastive tasks, a novel abnormal event score function
is proposed to measure the overall abnormal degrees.

4.1 Type-specific Node Transformation Since
an event contains multiple types of nodes, directly us-
ing the original features for downstream tasks will suffer
from reduced performance [13]. A solution is perform-
ing heterogeneous graph convolution [13]. However, the
aggregation operation may harm the original feature in-
teraction patterns. Therefore, for a node vi with type
�i, we directly transform its original feature xi into a
shared latent space via a type-specific transformation
matrix W�i

, i.e., zi = �(W�i
� xi + b�i

), where b�i
2 Rd

is a vector bias. �(�) denotes activation function. After
transformation, the representation of each node lies in
a shared space with d dimension.
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