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Abstract

Abnormal event detection, which refers to mining unusual
interactions among involved entities, plays an important role
in many real applications. Previous works mostly over-
simplify this task as detecting abnormal pair-wise interac-
tions. However, real-world events may contain multi-typed
attributed entities and complex interactions among them,
which forms an Attributed Heterogeneous Information Net-
work (AHIN). With the boom of social networks, abnor-
mal event detection in AHIN has become an important, but
seldom explored task. In this paper, we firstly study the
unsupervised abnormal event detection problem in AHIN.
The events are considered as star-schema instances of AHIN
and are further modeled by hypergraphs. A novel hyper-
graph contrastive learning method, named AEHCL, is pro-
posed to fully capture abnormal event patterns. AEHCL de-
signs the intra-event and inter-event contrastive modules to
exploit self-supervised AHIN information. The intra-event
contrastive module captures the pair-wise and multivariate
interaction anomalies within an event, and the inter-event
module captures the contextual anomalies among events.
These two modules collaboratively boost the performance
of each other and improve the detection results. During the
testing phase, a contrastive learning-based abnormal event
score function is further proposed to measure the abnormal-
ity degree of events. Extensive experiments on three datasets
in different scenarios demonstrate the effectiveness of AE-
HCL, and the results improve state-of-the-art baselines up
t0 12.0% in Average Precision (AP) and 4.6% in Area Under
Curve (AUC) respectively.

1 Introduction

Events widely exist in social networks, which consist of
several entities and complex interactions among them.
Abnormal events refer to unusually or rarely happened
events among observed event samples. Figure 1(d)
shows a toy example of abnormal events in the cita-
tion network, which is considered abnormal since the
involved entities exhibit rare interactions (data-mining
specialists seldom collaborate on a COVID-19 paper
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Figure 1: A toy example of abnormal events in AHIN.
(a) A citation network. (b) Network schema of the
citation network. (c) A star schema instance (event)
guided by network schema. (d) Events modeled by
hypergraph.

with radiologists). To date, abnormal event detection
has become a significant task in fraud detection [26], In-
ternet of things (IoT) security [25], computer network
monitoring [4], and other real applications, thus draw-
ing increasing concerns in recent years.

Existing approaches mainly focus on detecting
events with pair-wise abnormal patterns [7, 4, 1]. More-
over, some studied events only have simple structures
[22, 26] or categorical attributes [25, 9]. However, real-
world events may contain multiple types of entities with
rich attributes, as well as complex interactions among
them, which forms an Attributed Heterogeneous Infor-
mation Network (AHIN) [12]. As depicted in Figure
1(a), the event of publishing a paper in AHIN is asso-
ciated with a set of multi-typed attributed nodes, mak-
ing the event not limited to simple pair-wise interac-
tions (e.g., a data mining specialist writes a COVID-19
paper), but complex set-wise interactions (e.g., several
data mining specialists cooperate to write a COVID-19
paper on a bioinformatics venue). Detecting abnormal
events in AHIN became an essential, but largely ne-
glected task in social network analysis and abnormal
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detection. For example, detecting abnormal collabora-
tions in the academic network can better understand
research trends and promote cooperation.

Although this task is highly urged to be explored,
it’s never a trivial task. First, the complex set-wise
patterns in AHIN make the modeling of abnormal events
more challenging. Traditional pair-wise modeling loses
its effects since all pair-wise interactions may be normal
but the set-wise interaction is abnormal. In this regard,
a general framework should be proposed to model events
in AHIN, as well as fully consider complex abnormal set-
wise patterns. Second, due to the scarcity of anomalies
and the prohibitive cost of labeling processes, we need
to conduct abnormal event detection in an unsupervised
manner, which compounds the difficulties of capturing
abnormal patterns in AHIN. Finally, to measure the
abnormal degrees in an unsupervised setting, a proper
abnormal event score function is desired, which is
capable of truly reflecting the abnormal degrees.

To tackle these challenges, in this paper, we study
the problems of unsupervised abnormal event detection
in AHIN and propose a novel framework for Abnormal
Event detection via Hypergraph Contrastive Learning
(AEHCL). First, we consider an event in AHIN as a
star-schema instance [18] and further use the hyperedge
[8, 19] to model the set-wise interactions. A hyperedge
in the hypergraph is associated with more than two en-
tities, endowing the entities within an event not limited
to pair-wise interactions. Second, based on this event
modeling, we propose a hypergraph contrastive learn-
ing method to fully capture abnormal patterns in an
unsupervised manner, which includes two contrastive
strategies at the intra-event and inter-event levels. At
the intra-event level, the pair-wise contrastive mod-
ule captures abnormal interactions between node pairs
within an event, and the multivariate contrastive mod-
ule further considers high-order interactions. At the
inter-event level, we contrast events with their neigh-
bors to capture the inconsistent patterns between lo-
cal events. All these modules are optimized in an end-
to-end manner. Finally, to measure the abnormal de-
grees of events in AHIN, we further propose a novel
contrastive-based abnormal event score function, which
effectively integrates the detection results of the above-
mentioned modules.

The contributions are summarized as follows:

(1) To the best of our knowledge, this is the
first attempt to study the problem of abnormal event
detection in AHIN, which is an important and practical
task in many application scenarios.

(2) We propose a novel hypergraph contrastive
learning method, called AEHCL, leveraging both intra-
and inter-event contrastive tasks to capture abnormal

event patterns within an event and between events.
A contrastive-based abnormal event score function is
further designed to measure the abnormal degrees.

(3) We conduct extensive experiments on three
types of AHIN datasets. The results improve state-of-
the-art baselines up to 12.0% in AP and 4.6% in AUC
scores respectively, which demonstrate the effectiveness
of our model.

2 Related Work

2.1 Abnormal Event Detection The abnormal
event usually implies that a set of entities as well as
their interactions rarely co-occurrence. For a set of en-
tities with abnormal structures, [22] detects suspicious
dense blocks by utilizing an anomaly-aware representa-
tion method. [26] further maps different types of nodes
into a shared latent space. These models haven’t for-
mally defined abnormal events and also ignore rich at-
tributes of entities. Some other works study discrete
event sequence abnormal detection [3, 27, 10], where
each event is represented by a categorical value [25, 9].
The event in the HIN is first defined by [8] as a node
set that forms a complete semantic unit. [4] proposes
APE to model the weighted pair-wise interactions of
the heterogeneous categorical event [1]. AEHE [7] fur-
ther incorporates node attributes and node’s second-
order representations to detect abnormal events with
specific meta-path. Besides these abnormal event detec-
tion studies, the most relevant task is known as abnor-
mal node detection. CoLA [15], and ANEMONE [14]
are two advanced works using contrastive learning to
model mismatching patterns between neighbor nodes.
Both these works only model abnormal nodes or ab-
normal events with simple patterns but fail to capture
complex abnormal interactions of events in AHIN.

2.2 Heterogeneous Information Network Anal-
ysis Heterogeneous information networks (HIN) [18]
analysis focuses on modeling complex entities and their
rich relations in various applications. They mainly
leverage meta-path to learn semantic-preserving repre-
sentations of HIN. Metapath2vec [5] designs a meta-
path based random walk and utilizes skip-gram to learn
HIN embedding. HAN [23] proposes node and semantic-
level attention to learn the importance of meta-paths.
HeCo [24] introduces a cross-view contrastive mecha-
nism to HIN analysis. HeteHG-VAE [6] further uses
hypergraphs to model high-order complex interactions
of HIN and proposes a hypergraph variational auto-
encoder to learn robust node representations. HIN anal-
ysis has been widely used in fraud detection [12], rec-
ommendation [16], and other fields. However, few works
use HIN analysis in abnormal event detection.
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2.3 Contrastive Learning Contrastive learning has
achieved great success in representation learning [3, 11],
the core idea of which is to contrast positive pairs
against negative pairs. As for graph-related contrastive
learning methods, DGI [21] proposes an unsupervised
learning objective based on mutual information theory
to contrast, MVGRL [10] maximizes the mutual infor-
mation between the node representation of one view and
the graph representation of another view. In the het-
erogeneous graph domain, DMGI [17] introduces a con-
sistency regularisation framework that minimized diver-
gence between the specific relation type of node embed-
dings. Besides, some works apply contrastive learning
to abnormal node detection [15, 27]. However, there is
no research on using contrastive learning for abnormal
event detection in AHIN.

3 Preliminary

In this paper, we perform abnormal event detection
in the Attributed Heterogeneous Information Network
(AHIN), which can be formally defined as follows:

Definition 1. Attributed Heterogeneous Infor-
mation Network (AHIN). An AHIN is denoted as
G = (V,E, X) consisting of an object set V, a link set
F and an attribute matrix X € RIVI**_ Tt is also asso-
ciated with a object type mapping function ¢ : V — A
and a link type mapping function ¢ : £ — R. A
and R denote the sets of predefined object and link
types, where |A| + |R| > 2. The network schema [18]
S¢ = (A, R) can be seen as a meta template of an AHIN
G, which is a graph defined over object types A, with
links as relations from R.

Definition 2. Event in AHIN. An event QQ =
(v?, V4, E, X9, 8% in an AHIN is an instance of star
schema S, which includes an object set V¢ C V | a
link set £¢ C E and an attribute matrix X?¢ € RIV*Ixk,
v? € V1 is the center node which uniquely identifies
an event ) and the context node set V¢ = V7\v?
denotes the context of an event.

A toy example of AHIN and its network schema
is shown in Figure 1(a) and (b) respectively for the
citation network. Particularly, star schema network
is a kind of AHIN, in which links only exist between
objects with a center type and others. Guided by star
schema, we can extract star schema instances (events)
from the AHIN. Figure 1(c) shows an example of paper
publication event. The center node is a paper uniquely
identifying the event, and the context nodes are the
venue and authors. Instead of modeling each event as a
set of binary relations (links), we employ hypergraph [2]
to model events by viewing involved nodes as a whole.

Definition 3. Hypergraph Modeling for Event.

A hypergraph G = (V" E") consists of nodes V" =V
from the AHIN G and a hyperedge set E". Each
hyperedge E!" € E" connects nodes in V¢ of an event
Q. The center node v, uniquely identifies a hyperedge.

Thus, an event can be modeled as a hyperedge in
the hypergraph, which is capable of modeling the high-
order semantics of an event (e.g., multiple authors are
co-authored in one paper). An event is abnormal if the
event exhibits rare interaction patterns. As depicted
in Figure 1(d), the publication events are modeled by
hyperedges, which involve multiple types of nodes (i.e.,
paper, author, and venue), and the abnormal event
contains the semantics that data mining specialists
cooperate with a radiologist on a COVID-19 paper,
which is rarely happened and considered as an anomaly.

Definition 4. Abnormal Event Detection in
AHIN. Given an AHIN G = (V,E, X) and an
event set @ = {Q1,...,Qm}, the goal is to learn an
anomaly score function fy(-) to obtain the anomaly
score s; = fp(Q;) for VQ; € Q. By choosing the optimal
threshold ¢t of anomaly score, the abnormal event set

Q' ={Qi|Q: € Q, fo(Qi) > t} can be detected.

4 The Proposed Model

In this section, we present AEHCL, a novel hypergraph
contrastive learning method for abnormal event detec-
tion. The overall architecture is depicted in Figure 2.
To fully capture abnormal event patterns in AHIN, we
design contrastive modules at the intra-event and inter-
event levels. For intra-event, we model the node-pair
similarity within an event to capture abnormal inter-
actions of two nodes. High-order abnormal interactions
are further captured by the multivariate contrastive task
between the center and context nodes. For inter-event,
we define the neighbors of events and design contrastive
tasks among neighbor events. Based on these con-
trastive tasks, a novel abnormal event score function
is proposed to measure the overall abnormal degrees.

4.1 Type-specific Node Transformation Since
an event contains multiple types of nodes, directly us-
ing the original features for downstream tasks will suffer
from reduced performance [13]. A solution is perform-
ing heterogeneous graph convolution [13]. However, the
aggregation operation may harm the original feature in-
teraction patterns. Therefore, for a node v; with type
¢;, we directly transform its original feature z; into a
shared latent space via a type-specific transformation
matrix Wy,, i.e., z; = 0(Wy, - 2; + by, ), where by, € R?
is a vector bias. o(-) denotes activation function. After
transformation, the representation of each node lies in
a shared space with d dimension.
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Figure 2: The overall architecture of AEHCL.

4.2 Intra-event Contrastive Module The intra-
event contrastive module aims to capture abnormal pat-
terns within an event. These patterns are presented by
complicated interactions between involved nodes, which
can be classified into two types: pair-wise and multivari-
ate interaction patterns. Accordingly, we design pair-
wise and multivariate contrastive modules to capture
these patterns.

4.2.1 Pair-wise Contrastive Module Pair-wise
proximity has been used in hypergraph representation
learning methods [19]. The basic intuition behind them
is that the pair-wise node matching degree within a hy-
peredge (event) should be higher than others, which
inspires us to model the normal matching patterns of
node pairs. Then the node pairs that do not conform to
this pattern are considered anomalies. FExisting meth-
ods directly fuse all pair-wise matching degrees within
an event to obtain an event abnormal score. However,
this operation may weaken the true abnormal degrees.
Therefore, we separately model each node’s matching
patterns with others rather than fusing them. Specif-
ically, for a node v; in an event ;, we optimize the
following contrastive loss:

p epre exp(sim(zj, z;)/T)

Dnerpreunrey exp(sim(z;, 21)/7)’

(4.1) LB = —log

where sim(-) is a matching function which is the cosine
similarity in our model and 7 is the temperature pa-
rameter. P7* = {vg|vr, € V'\v;} is the positive node
set of node v; and we randomly sampled 7 nodes do
not belong to Q; as the negative node set N7“. Finally,

we sum all node’s contrastive losses within an event and
average losses among all events to get the final pair-wise
contrastive loss:

1 & .
_EZZ@.

=1 v;ev

(4.2)

By minimizing £P¢, the representations of node
pairs within an event are similar, i.e., node pairs within
a normal event has higher matching degrees compared
with abnormal events.

4.2.2 Multivariate Contrastive Module The
pair-wise contrastive module only captures simple
abnormal pair-wise interactions, such as the rare
cooperation of two authors. However, there may also
exist many complicated multivariate abnormal patterns
in the reality. In these cases, the pair-wise interactions
within an event are all normal but the event is abnormal
when considering interactions between more than two
nodes. We model this kind of abnormal event by a
multivariate contrastive module. The module captures
the multivariate interaction patterns within an event
by modeling the compatibility between the center node
and context nodes. This compatibility of normal events
is higher than abnormal events. For example, a paper’s
content is highly correlated with the type of published
venue and the authors’ interests. Specifically, for each
node v; with type ¢;, we first add a type embedding
04, to obtain the type-aware representation h;, i.e.,
h; = z; + 04,. Type embedding makes the model aware
of the interactions with heterogeneity to capture more
meaningful patterns.
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To model the multivariate interactions among con-
text node set V¢ of event (); and obtain the final context
representation ¢"*, we apply self-attention [20] followed
by a max-pooling operation:

(4.3) ¢ = max-pooling(ATT({h;|v; € V})),

where the max-pooling operation is performed over each
dimension of all context nodes’ representations. There-
fore, c]*" preserves the most important interaction pat-
terns of context nodes for identifying abnormal events.

After that, we use a simple bilinear scoring function
to model the compatibility between the center node and
context nodes:

(4.4) s = g (hT Wi c™),

l

where h{ is the center node representation of the event
Q; and o(-) is the sigmoid activation function. Here,
the score s]"* of normal events should be close to 1,
while abnormal events close to 0. Since there is no
prior knowledge about abnormal events, we construct
the negative context to mimic incompatibility. Instead
of randomly replacing context nodes, we first use K-
means algorithm to perform node clusters based on
original features, then for each type of context nodes,
we randomly select one node and replace it with an-
other node with the same type but different clusters.
In this way, the constructed negative context is differ-
ent but not easily distinguishable from the positive con-
text, which enhances the capacity for abnormal detec-
tion. Then the negative context representation ¢;** and
corresponding bilinear score 57" can be obtained simi-
larly using Equation (4.3) and Equation (4.4). Finally,
we adopt a standard binary cross-entropy (BCE) loss
function:

1 m
L = —— 3" log(s™) + log(1 — 5.
T 2 086" + log(1 = 57)

(4.5)

4.3 Inter-event Contrastive Module Abnormal
event patterns may not only limit to abnormal node
interactions within an event but also appear among
events. Like incompatibility anomaly between local
neighbor nodes [15], we believe that there also exists
incompatibility anomaly between local neighbor events.
Intuitively, the normal events are prone to have similar
semantic meanings with their neighbor events, while the
abnormal events are not. Based on this assumption,
we design contrastive tasks to model the compatibility
between neighbor events. Specifically, we first use
an attention layer to obtain the event representation.
Given an event @;, a type-specific attention parameter
Py, € R*4 is applied to each context node v; € V£
with type ¢; to obtain attention keys:

(4.6)

then the attention weights of context nodes are calcu-
lated through the softmax function:

exp(o(k] - 21)

K2

ESG ’

>y exp(o(k] - z]))
where 2z is the representation of the center node. The
context representation can be obtained by a weighted
sum of all context node embeddings with the learned
attention weights:

kj = P¢j C 25,

(47) Q;

Vil

in __ .
" = E o5,
=1

then we concatenate the context representation ci™
and center node representation z! to obtain the event
representation e;:

(4.9)

Next, we define the neighbor event set P", i.e., positive
sample set of event @Q;. Motivated by [24], if two events
are connected by more meta-paths [18], they may have
more similar semantic meanings. Formally, the P!™ is
defined as follows:

(4.10) P ={Q; NP > 7%},

where N;"” denotes the number of meta-paths between
event @; and ;. That is, when the number of meta-
paths between two events exceeds threshold tP°*) then
these two events are positive samples of each other.
Similarly, we define the negative sample set V" when
the number of shared nodes is less than threshold
t"e9. With the positive set P;" and negative set A",
we define the bilinear scoring function to model the

compatibility between neighbor events:

(4.8)

e; = ci"|| 2L

(4.11) st = o(e] Wine?),

where e! is the representation of Q;’s positive sample
which is randomly sampled from P;". The score 5" of
the negative event pair can be obtained in the same way.
Then, we have the following inter-event contrastive loss:

) 1 & . .
4.12 M= 1 m log(1 — 3™).
(412) £ = —— 3 log(si") + log(1 - 57")

i=1
4.4 Optimization and Prediction In the training
stage, we optimize the above-mentioned three modules
jointly. The overall optimization function is:

(4.13) L=oa*LPC 4 Bx LM 4L

where «, [, and ~ are the trade-off parameters to
balance three modules. We will discuss them in detail
in experiments. The training flow of AEHCL can be
found in the supplementary material.
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After the model is well trained, we use the follow-
ing abnormal score function to measure the abnormal
degree of an event @);:

(4.14)
fo(Qi) = —(ax min (sim(zj,zx))+ Bxs™ +y*si™),
v;,vp €V

where «, 8, and 7 are the same as used in Eq. (4.13).
min(-) operation means that we use the minimal node-
pair similarity within an event to measure the pair-wise
interaction abnormal degree, since the event is likely
abnormal only if one node-pair similarity is relatively
small. Another choice is the sum of all node-pair
similarity scores, which is infeasible since events may
have different numbers of entities. We also test other
operations (e.g., average) and detailed results are shown
in experiments. s™% and st mean that we use bilinear
scores of positive pairs to measure the multivariate and
inter-event abnormal degrees. The bilinear scores of
abnormal events are relatively small since they have
poor local compatibility. Finally, we add these three
scores to obtain the final abnormal event score s; =
fo(Q:). Since we take negative signs, a large abnormal
score s; indicates the event is more likely abnormal.

5 Experiments!
5.1 Experimental Setup

Datasets. To evaluate the performance of the
proposed method, we employ three real-world AHIN
datasets. The academic network dataset Aminer, the
movie network dataset IMDB, and the takeaway orders
dataset Meituan. The basic information of them is
summarized in Table 1.

Table 1: Dataset statistics.

Dot | S | i [ [ # | P
Aminer | Paper: 20567 @;ﬁﬁg‘ﬁ;m 43 20567 1028
IMDB | Movie: 4661 | hitector: 2240 5 4661 233
Meituan | Order: 24330 | ShoP: 2265 3 24330 1216

Abnormal Event Injection. In previous works
[4, 7], the artificial abnormal events are generated as fol-
lows: for each event Q;, n target nodes are sampled from
its context node set, where n is sampled from {1, 2, 3}.
These target nodes are then replaced by other sampled
nodes with the same type. However, all baselines suf-
fer catastrophic performance under this injection strat-
egy. It may be that this simple injection method makes
abnormal events less discriminative with normal ones
due to the complex interactions of attributed nodes

TMore details can be found in the supplementary material

within an event. Therefore, similar to [15], for each
target node, we sample other k£ candidate nodes of the
same type and calculate the Euclidean distance between
each candidate node’s attributes and the target node’s.
Then, we select the node with the largest Euclidean
distance to replace the target node, which makes the
injected abnormal events more discriminative.

Baselines. We compare our proposed model with
three kinds of baselines: abnormal event detection mod-
els (APE [4], AEHE [7]); graph abnormal detection
models (CoLA [15], ANEMONE [14]; graph represen-
tation learning models (metapath2vec [5], HeCo [24],
HeteHG-VAE [6]). We also design variants of AEHCL,
including intra-event contrastive module AEHCL;pt1q,
pair-wise contrastive module AEHCL,, multivariate
contrastive module AEHCL,,, inter-event contrastive
module AEHCL;,,+¢, and combinations of different mod-
ules: AEHCLp—‘,—inteT‘ and AEHCLm+inter~

Implementation Details. For all of the baselines,
we randomly run 10 times to report the average results.
We tune all hyper-parameters to report the best perfor-
mance. For abnormal detection models, we test all feasi-
ble abnormal event score functions and report the best.
For AEHCL, we use Adam optimizer and the learning
rate is set as 0.001. For optimizing the pair-wise con-
trastive module solely, we decay the learning rate for
every two epochs. The hidden dimension is set as 64,
and the original feature dimensions are 108, 128, and
300 for Aminer, IMDB, and Meituan datasets respec-
tively. The temperature parameter 7 is set to 1 for all
datasets. The hyperparameters «, 8, and 7y are set as
{1, 0.8, 0.2}, {1, 0.1, 0.1}, and {0.5, 1, 0.3} in Aminer,
IMDB, and Meituan datasets respectively.

5.2 Overall Performance Following previous
works [7], we use two popular evaluation metrics AP
and AUC. The overall results are reported in Table 2.
Note that HeCo suffers memory issues in the Meituan
dataset due to its full-batch training. We have the
following observations: (1) The proposed AEHCL
model and its variants outperform all the baselines on
all the datasets. The improvements are up to 12.0%
in AP and 4.6% in AUC, which demonstrates the
effectiveness of our model for abnormal event detection
in AHIN by fully considering different abnormal event
patterns. (2) Generally, only keeping individual module
of AEHCL (e.g., AEHCL, and AEHCL,,) yields poor
results, especially in AP scores, while the combination
of different modules can obtain more gains. Although
adding the inter-event contrastive module will slightly
harm the AUC in IMDB and Meituan dataset, it
improves much AP score. It’s a trade-off between AP
and AUC scores and the weights between modules can
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Table 2: Overall performance (%+c0) of AEHCL on abnormal event detection on three datasets. The best result
of all models is in bold and the best result of previous models is underlined. The improvement (%) is based on

the underlined results.

Datasets ‘ Aminer ‘ IMDB ‘ Meituan
Metrics AP AUC AP AUC AP AUC
Metapath2vec 19.3+1.2 —60.9 73.1£1.3 —13.7 16.2+0.9 —74.3 57.9+1.9 -37.2 39.1+£0.0 —-37.0 85.5+1.0 —4.3
HeCo 21.940.0 —55.6 79.84£0.0 —5.8 19.1+£0.2 —69.7 62.6+0.7 —-32.1 — —
HeteHG-VAE 23.0£0.0 —53.3 55.240.0 —34.8 11.2+£0.0 —69.7 52.5+0.0 —-35.5 12.8£1.0 —79.4 63.4+1.3 —29.0
ANEMONE 37.7£0.4 -23.5 82.0+£0.3 -3.2 55.74£0.1 —-11.7 92.24+0.0 — 55.5+0.1 —10.6 89.3+0.0 —
CoLA 33.240.3 —32.7 83.5+0.2 —1.4 63.1+0.0 — 91.8+0.1 —-0.4 62.1£0.0 — 86.6+£0.1 —3.0
APE 49.3+0.0 — 84.7£0.0 — 30.0+£0.0 —52.5 81.240.0 —12.0 30.7+£0.8 —50.6 83.0+£1.1 —-7.1
AEHE 48.1£0.0 —2.4 84.6+0.0 —0.1 28.3+£0.0 —55.2 76.9+£0.0 —16.6 40.2+0.2 —35.3 85.6+1.1 —4.1
AEHCL;ptra 52.2+0.2 +5.9 88.0£0.1 +3.9 65.3£0.0 +3.5 95.7+0.0 +3.8 65.9+0.2 +6.1 88.0+£0.1 —1.5
AEHCL,, 32.0£0.2 -35.1 78.3£0.1 —7.6 50.840.1 —-19.5 93.840.1 +1.7 33.240.4 —46.5 | 91.6+0.1 +2.6
AEHCL,, 49.5+0.0 +0.4 86.0+£0.0 +1.5 38.9+0.1 —38.4 80.2+0.0 —-13.0 59.3+£0.1 —4.5 84.3+0.0 —5.6
AEHCL,+inter 33.240.1 —32.7 79.440.0 —-6.3 54.04£0.0 —144 93.6+£0.0 +1.5 33.0+£0.3 —46.9 79.840.1 —10.6
AEHCLy4inter | 50.24£0.0 +1.8 86.8+£0.0 +2.5 42.1£0.0 —33.3 85.5+0.0 —7.3 61.6+0.1 —-0.8 89.0+£0.0 —0.3
AEHCL;per 22.74£0.4 -54.0 77.940.1 5.7 12.7£0.2 —79.9 73.5+£0.0 —20.3 34.6+£0.2 —44.3 76.5+0.2 —14.3
AEHCL 55.2+0.1 +12.0 | 88.6+0.1 +4.6 67.2+0.0 +6.5 95.1£0.0 +3.1 66.3+0.1 +6.8 90.8+£0.0 +1.7

Table 3: Abnormal event cases detected by AEHCL on
Aminer and Meituan datasets (dm: data mining).

Dataset Abnormal events

Paper: Text processing (COVID-19)

Author(s): Jiawei Han (dm), Xuan Wang (dm),
Kang Zhou (dm)

Conf: BIBM (bio-medicine)

Aminer

Order A: price > 50, taste id=1

Shop B: category id=1

User C: price (avg.) < 29, taste id (avg.)=2,
category id=3

Meituan

be flexibly adjusted under different conditions. In brief,
different modules are complementary to each other
and focus on capturing different patterns of abnormal
events. (3) Graph representation learning methods
perform poorly on all datasets, indicating that pure
graph representation learning is far from enough to
capture abnormal event patterns. The contrastive
learning method, HeCo, also performs worse, which
shows the challenge of applying contrastive learning to
abnormal event detection. The performance of existing
abnormal node/event detection models significantly
declines in one or two datasets, since they only focus on
capturing simple patterns of anomalies (e.g., abnormal
attributes of the individual node or abnormal pair-wise
interactions).

5.3 Case Study We conduct a case study to show
the detection results of AEHCL in Table 3. Note that we
haven’t reported the abnormal events in IMDB since we
only have node features but no actual node information.

In the case of the Aminer dataset, the three authors
are all specialized in data mining. However, they
collaborate to publish a text-processing paper about
COVID-19 at a bio-medicine venue. We found that their
regular pattern of this kind of collaboration is at least
one biologist co-author. Therefore, though the pair-wise
interactions in this event are normal, the multivariate
interaction may be abnormal. In the case of Meituan
dataset, the price of order A is greater than 50 and the
food taste has a tag 1. However, the order is made by a
user C whose historical average order price is less than
29 and the average taste tag is 2, which is an uncommon
event. Also, user C usually orders food with category
3, but the shop in this order has category 1. In short,
this is a common abnormal pair-wise interaction event.

5.4 Model Analysis In this section, we investigate
the effect of different abnormal event score functions,
as well as the performance of AEHCL under different
hyper-parameters.

Effect of Different Abnormal Score Functions.
The design of abnormal event score function can be
divided into two parts. One is for the pair-wise con-
trastive module, and another is for the multivariate and
inter-event contrastive module since these two parts use
different forms of contrastive loss. For the pair-wise
contrastive module, besides the min operation of our
model, there are three other choices: opposite of average
of node pair similarities (avg), the standard deviation
of node pair similarities (std), and maximum of each
node losses within the event using Equation (4.1) (loss).
We keep the other two modules unchanged and report
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Figure 3: Parameters sensitivity analysis. (Left three figures: effects of different module weights «, 5 and ~; right
figure: effects of different number of negative samples in pair-wise contrastive module.)

Table 4: Performance (%) on different abnormal score
functions in pair-wise contrastive module.

Datasets | Aminer | IMDB | Meituan

Metrics AP AUC AP AUC AP AUC
AEHCLgyg 49.3 87.6 66.5 94.0 67.9 91.9
AEHCLgy | 52.1 | 874 | 39.9 | 86.3 | 67.5 | 91.3
AEHCL 46 50.6 85.3 59.9 93.2 67.0 90.5
AEHCL,,;, | 55.2 | 88.6 | 67.2 | 95.1 | 66.3 | 90.8

Table 5: Performance (%) on different abnormal score
functions in multivariate and inter-event contrastive

module.
Datasets | Aminer | IMDB | Meituan
Metrics AP AUC AP AUC AP AUC
AEHCL 55.2 88.6 67.2 95.1 66.3 90.8
AEHCL_ 21.8 76.0 42.2 93.3 10.9 68.5
AEHCL ,_ 41.3 85.0 65.7 94.8 60.0 89.8

the best results in Table 4. The results show that the
AEHCL,,,;,, is not the best for all datasets (it performs a
little worse on the Meituan dataset) but the most robust
choice. Compared with others, the AEHCL;4 performs
unstable on different datasets, which demonstrates this
score setting is less discriminative in some scenarios.

As for the multivariate and inter-event contrastive
module, similar to [15], we compare three abnormal
event score methods: AEHCL,; means that only the
scores of positive samples are used to calculate abnor-
mal event score, and AEHCL_ denotes that only us-
ing negative samples. AEHCL, ,_ combines both posi-
tive and negative sample scores. We keep the pair-wise
contrastive score unchanged and report the best perfor-
mance in Table 5. Compared with AEHCL,, the per-
formance of AEHCL_ decreases dramatically, indicates
the negative sample scores have little difference between
normal and abnormal events. This makes sense since the
negative samples are all sampled in the same way. Com-
bining two scores also harms the overall performance.
We suppose that adding the negative contrastive score
may disturb the true degree of event abnormality.

Parameters Sensitivity. We investigate the effects
of the three key hyper-parameters (o, 8 and v) in AE-
HCL. For each parameter, we change it from 0 to 1 with
step 0.1 while fixing the other two parameters as the
best ones. AP score is reported in Figure 3 (AUC score
has a similar trend). There have following observations:
(1) The pair-wise contrastive module is significant for
abnormal event detection. The model performance con-
sistently increases along with the increment of « on two
datasets, and also achieves best when « is near 0.5 on
Meituan dataset. This indicates that the pair-wise in-
teraction anomalies may be more general and can be
well captured by the pair-wise contrastive module. (2)
The multivariate contrastive module has different ef-
fects on different datasets. Though an increasing trend
of effects can be found when increasing 8 on Meituan
dataset, the effects suffer decreasing on the other two
datasets when (3 is too large, notably on IMDB dataset.
The reason may be that these two datasets has fewer
multivariate interaction anomalies. (3) The inter-event
contrastive module plays an complementary role in de-
tecting abnormal events. The performance has a de-
creasing trend on all datasets when increasing ~v. How-
ever, as discussed in Section 5.2, the model performs
better when ~ is relatively small (e.g., v = 0.1) than
setting v = 0. Therefore, despite the relatively few
inter-event anomalies, this module is indispensable for
further improving the detection performance.

We also analyze the significance of negative sample
numbers n in the pair-wise contrastive module. Figure
3 shows AP score under different number of negative
samples. The performance on IMDB and Meituan
datasets are relatively stable with different n. however,
the model suffers performance decay when n is large
(n > 80) on the Aminer dataset. Since we have
few limitations on the sampling strategy of negative
samples, there may involve some entities whose features
are similar to the target entities when n is too large.
Therefore, we set n = 10 for all datasets. More sampling
strategies are expected to study in further work.
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6 Conclusion

In this paper, we explore the challenge problem of ab-
normal event detection in AHIN. Different from previ-
ous works focusing on detecting abnormal events with
simple pair-wise patterns, we model events as hyper-
edges and proposed a hypergraph contrastive learn-
ing method, named AEHCL, which includes three con-
trastive modules to capture pair-wise, multivariate, and
inter-event abnormal patterns. Moreover, an abnormal
event score function is proposed to measure the abnor-
mal degrees. Extensive experiments on three real-world
datasets demonstrate the effectiveness of AEHCL.
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