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Abstract

Despite the remarkable success of graph neural networks
(GNNs) in modeling graph-structured data, like other ma-
chine learning models, GNNs are also susceptible to mak-
ing biased predictions based on sensitive attributes, such as
race and gender. For fairness consideration, recent state-of-
the-art (SOTA) methods propose to filter out sensitive infor-
mation from inputs or representations, e.g., edge dropping or
feature masking. However, we argue that such filtering-based
strategies may also filter out some non-sensitive feature in-
formation, leading to a sub-optimal trade-off between predic-
tive performance and fairness. To address this issue, we un-
veil an innovative neutralization-based paradigm, where ad-
ditional Fairness-facilitating Features (F3) are incorporated
into node features or representations before message pass-
ing. The F3 are expected to statistically neutralize the sensi-
tive bias in node representations and provide additional non-
sensitive information. We also provide theoretical explana-
tions for our rationale, concluding that F3 can be realized
by emphasizing the features of each node’s heterogeneous
neighbors (neighbors with different sensitive attributes). We
name our method as FairSIN, and present three implementa-
tion variants from both data-centric and model-centric per-
spectives. Experimental results on five benchmark datasets
with three different GNN backbones show that FairSIN sig-
nificantly improves fairness metrics while maintaining high
prediction accuracies. Codes and appendix can be found at
https://github.com/BUPT-GAMMA/FariSIN.

1 Introduction

Graph neural networks (GNNs) have shown their strong
ability in modeling structured data, and are widely used in
a variety of applications, e.g., e-commerce (Li et al. 2020;
Niu et al. 2020) and drug discovery (Xiong et al. 2021;
Bongini, Bianchini, and Scarselli 2021). Nevertheless, re-
cent studies (Agarwal, Lakkaraju, and Zitnik 2021; Dai and
Wang 2021; Chen et al. 2021; Shumovskaia et al. 2021; Li
et al. 2021) show that the predictions of GNNs could be
biased towards some demographic groups defined by sen-
sitive attributes, e.g., race (Agarwal, Lakkaraju, and Zit-
nik 2021) and gender (Lambrecht and Tucker 2019). In
decision-critical applications such as Credit evaluation (Yeh
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Figure 1: Motivation verification on Pokec datasets. Com-
pared with vanilla GNN without fairness consideration,
filtering-based methods, either edge-dropping (Agarwal,
Lakkaraju, and Zitnik 2021) or feature-masking (Wang et al.
2022c), always have a trade-off between accuracy (ACC?T)
and fairness (DPJ). While our method can improve both.

and Lien 2009), the discriminatory predictions made by
GNNs may bring about severe societal concerns.

Generally, the biases in GNN predictions can be attributed
to both node features and graph topology: (1) The raw fea-
tures of nodes could be statistically correlated to the sensi-
tive attribute, and thus lead to sensitive information leakage
in encoded representations. (2) According to the homophily
effects (McPherson, Smith-Lovin, and Cook 2001; La Fond
and Neville 2010), nodes with the same sensitive attribute
tend to link with each other, which will make the node rep-
resentations in the same sensitive group more similar during
message passing.

To address the issue of sensitive biases, researchers have
introduced fairness considerations into GNNs (Agarwal,
Lakkaraju, and Zitnik 2021; Dai and Wang 2021; Bose and
Hamilton 2019; Wang et al. 2022c; Dong et al. 2022a). Re-
cent state-of-the-art (SOTA) methods often attempt to miti-
gate the impact of sensitive information by applying heuris-
tic or adversarial constraints to filter it out from inputs or
representations. For instance, NIFTY (Agarwal, Lakkaraju,
and Zitnik 2021) employs counterfactual regularizations to
perturb node features and drop edges. FairVGNN (Wang
et al. 2022c), aided by adversarial discriminators, learns
adaptive representation masks to exclude sensitive-relevant
information. Nevertheless, as depicted in Figure 1 and 2(b),
we contend that such filtering-based strategies may also fil-
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Figure 2: Motivation illustration of sensitive information neutralization. Here we assume binary sensitive groups denoted by
+/-, and the numbers of +/- indicate the intensity of sensitive information leakage in node representations. (a) Message passing
computation will aggregate both non-sensitive feature information (dot symbols) and sensitive biases (+/- symbols); (b) Current
SOTA methods are usually filtering-based (e.g., edge dropping or feature masking), which may lose much non-sensitive infor-
mation; (c) Our proposed neutralization-based strategy introduces F3 to statistically neutralize the sensitive bias and provide

extra non-sensitive information.

ter out some non-sensitive feature information, leading to a
sub-optimal balance between accuracy and fairness.

In light of this, we propose an alternative neutralization-
based paradigm, as shown in Figure 2(c). The core idea
is to introduce extra Fairness-facilitating Features (F3) to
node features or representations so that the sensitive biases
(+/- symbols) can be neutralized. The F3 are also expected
to provide additional non-sensitive feature information (dot
symbols), thus enabling a better trade-off between predictive
performance and fairness. Specifically, we show how mes-
sage passing exacerbates sensitive biases', and accordingly
conclude that node features or representations can be debi-
ased before message passing by emphasizing the features of
each node’s heterogeneous neighbors (neighbors with differ-
ent sensitive attributes) as F3. But some nodes in real-world
graphs have very few or even no heterogeneous neighbors,
which makes the calculation of F3 infeasible or very uncer-
tain. Therefore, we propose to train an estimator to predict
the average features or representations of a node’s hetero-
geneous neighbors given its own feature. In this way, nodes
with rich heterogeneous neighbors can transfer their knowl-
edge to other nodes through the estimator. We name our
method as FairSIN, and further present three implementa-
tion variants from both data-centric and model-centric per-
spectives. Experimental results on five benchmark datasets
with three different GNN backbones demonstrate the moti-
vation and effectiveness of our proposed method.

Our contributions are as follows: (1) We present a novel
neutralization-based paradigm for learning fair GNNs,
which introduces Fairness-facilitating Features (F3) to node
features/representations for debiasing sensitive attributes
and providing additional non-sensitive information. (2) We

!The claim that message passing or feature propagation will in-
tensify the sensitive biases has been mentioned (Wang et al. 2022c;
Jiang et al. 2022) or empirically validated (Dong et al. 2022a) in
previous studies. Here we have a different derivation that directly
motivates our neutralization-based design.

show that F3 can be implemented by emphasizing the fea-
tures of each node’s heterogeneous neighbors, and further
propose three effective variants of FairSIN. (3) Experimen-
tal results show that the proposed FairSIN can reach a better
trade-off between predictive performance and fairness com-
pared with recent SOTA methods.

2 Related Work

Graph Neural Networks. Graph-structured data widely
exists in various real-world applications. To handle this type
of non-Euclidean data, graph neural networks are designed
for representation learning of nodes/edges/graphs, enabling
a wide range of downstream tasks. For example, Graph Con-
volutional Network (GCN) (Kipf and Welling 2017) uses
convolutional operations to perform layer-by-layer abstrac-
tion and refinement of node features. Graph Isomorphism
Network (GIN) (Xu et al. 2019) is a method proposed to
have more discriminative power for graph structures and
make GNN as powerful as WL-test (Shervashidze et al.
2011). GraphSAGE (Hamilton, Ying, and Leskovec 2017)
is an inductive representation learning method that can be
used for large-scale data, and Graph Attention Network
(GAT) (Velickovié et al. 2018) is an attention-based method
that assigns different weights to different neighbors during
message passing. These methods have shown outstanding
performance in various graph-based applications.

Fairness in Graph Neural Networks. Fairness issues in
machine learning models have gained increasing attention
from both academia (Dong et al. 2023; Chouldechova and
Roth 2018; Sun et al. 2019; Mehrabi et al. 2021; Field et al.
2021) and industry (Holstein et al. 2019). In terms of GNNs,
there are different fairness definitions proposed in the lit-
erature (Dwork et al. 2012; Hardt, Price, and Srebro 2016;
Dong et al. 2021; Kusner et al. 2017; Kang et al. 2022; Wang
et al. 2022b). Among them, group fairness is one of the most
popular notion (Dwork et al. 2012; Hardt, Price, and Srebro
2016), which aims at providing equal predictions for all de-



mographic groups without any biases or discrimination. Due
to the presence of sensitive-relevant features, GNNs may in-
advertently perpetuate or amplify biases and discrimination
against certain sensitive groups.

Improving group fairness in GNNs has attracted much
attention over the last five years (Li et al. 2021; Bose and
Hamilton 2019; Dong et al. 2023; Rahman et al. 2019; La-
clau et al. 2021; Fisher et al. 2020). Recent SOTA methods
usually employ feature masking or topology modification to
filter out sensitive biases during message passing. For fea-
ture masking, (Bose and Hamilton 2019) leverages adver-
sarial learning to enforce compositional fairness constraints
on graph embeddings for multiple sensitive attributes filter-
ing. FairVGNN (Wang et al. 2022¢) uses a mask generator
to filter out channels with high correlation to sensitive at-
tributes. While others have investigated how to drop edges
with high bias (Dong et al. 2022b; Spinelli et al. 2021).
For example, REFEREE (Dong et al. 2022b) provides struc-
tural explanations of topology bias on how to improve fair-
ness. FairDrop (Spinelli et al. 2021) adopts edge masking to
counter-act homophily. It is worth noting that some methods
(Dong et al. 2022a; Ling et al. 2023) not only drop edges but
also add new ones. However, considering the addition of new
edges has to compute the similarity between all node pairs
that are not connected, thus introducing a time and space
complexity of O(n?). This could be computationally expen-
sive and thus edge dropping is a more practical choice. Also,
some methods consider both feature masking and topology
modification (Dong et al. 2022a; Ling et al. 2023; Kose and
Shen 2022). Such filtering-based methods based on feature
masking or edge dropping will unavoidably lead to the loss
of useful non-sensitive information. Therefore, we propose
a novel neutralization-based method that introduces F3 to
statistically neutralize the sensitive bias and provide extra
non-sensitive information.

3 Methodology

In this section, we will elaborate on the details of our
proposed FairSIN, which employs the features/representa-
tions of heterogeneous neighbors to simultaneously neutral-
ize sensitive biases and incorporate extra non-sensitive in-
formation.

3.1 Preliminaries

Notations. LetG = (V, ) be a graph with node set VV and
edge set £. The adjacency matrix A € RIVI*IVI represents
the connectivity between nodes, where A;; = 1 if there is
a directed edge between nodes v; and v;, and A;; = 0 oth-
erwise. The node feature matrix X € RIVI*? contains the
feature vectors for each node, where x; € R? is the feature
vector for node v; € V. Besides, each node v; also has a
categorical sensitive attribute s; € S.

Task Definition. In this paper, we consider the bench-
mark task as previous work (Wang et al. 2022¢; Agarwal,
Lakkaraju, and Zitnik 2021; Dai and Wang 2021) did, i.e.,
the semi-supervised node classification task. Formally, given
graph G, node features X and labeled node set V' C V), we
need to build a model to predict the label § € Y for every

node in the unlabeled node set VYV = V' \ VL. A typical de-
sign of the model is to combine a GNN encoder and a clas-
sifier. The classification performance can be measured by
aligning the ground truth labels Y and predicted ones Y.In
terms of fairness, the goal is to weaken the dependency level
between predicted labels Y and sensitive attributes S, with-
out losing much classification accuracy. In practice, many
fair representation learning methods (Edwards and Storkey
2015; Dai and Wang 2021; Bose and Hamilton 2019; Liao
et al. 2019) will minimize the dependency between node
representations and sensitive attributes instead.

3.2 Theoretical Analysis

In this subsection, we will introduce our motivation of neu-
tralizing sensitive information from a theoretical perspec-
tive. Firstly, we treat node features and graph topology
as random variables, and describe a generative process to
model the dependency among them. Similar generative pro-
cess has been done in (Wang et al. 2022a). Then we propose
to measure the sensitive information leakage by the condi-
tional entropy between sensitive attributes and node repre-
sentations. Finally, we show how the message passing com-
putation exacerbates the leakage problem of sensitive infor-
mation. Note that there is a slight abuse of notations about
random variables and samples in this subsection.

Generative Process. Here we describe a graph generation
process with the following two steps: (1) For each node v;,
we draw its features and sensitive attribute from a joint prior
distribution (z;, s;) ~ prior. For simplicity, we assume that
the sensitive attribute is binary as previous work did (Wang
et al. 2022c; Agarwal, Lakkaraju, and Zitnik 2021; Dai and
Wang 2021), and use 5 to denote the opposite counterpart of
s. (2) To obtain graph G, each node v; samples its in-degree
neighbor set AV; by the homophily assumption(McPherson,
Smith-Lovin, and Cook 2001; Wang et al. 2022a), where
nodes with similar features or sensitive attributes are more
likely to get connected. We name the neighbors with same/d-
ifferent sensitive attributes as homogeneous/heterogeneous
neighbors, respectively.

We use Pf”’"e/Pid T to represent the probability that v;
samples a homogeneous/heterogeneous neighbor. Accord-
ing to the homophily assumption, P/*" > P;W . Then we
denote the average feature of v;’s in-degree neighbors as
78" The average features of v;’s homogeneous/heteroge-
neous in-degree neighbors are written as xﬁ“”’e/xf'ﬁ . Thus

:L_;leigh — Pisumex;ame + -Pldlﬁx;]lﬁ

T

Quantifying Sensitive Information Leakage. In this
work, we focus on alleviating sensitive biases in node rep-
resentations, and use the conditional entropy between sensi-
tive attributes and node representations as the measurement.
Without loss of generality, we take raw features x as node
representations, and compute the conditional entropy as

H(Sl!E) = _E(r,s)wprior 10g P(S|1‘), (1)

where P(s|z) is a predictor that estimates sensitive at-
tributes given node representations. When node representa-



tions have more sensitive information leakage, the predictor
will be more accurate and the entropy will get smaller.

In practical applications, it becomes necessary to approx-
imate the ground truth predictor P(s|z). Specifically, we
adopt a linear intensity function Dy with the parameter 6
to define the predictive capability, satisfying the conditions:
Dog(s|x) ~ N(pie,0?) and Dy(5]x) ~ N (ptic, 0%), where
(z,s) ~ prior and N(-,-) is the Gaussian distribution.
e > i indicates that Dy is more likely to assign larger
intensity score to the true sensitive attribute given node rep-
resentations. The larger p1. — ;. 18, the stronger the inference
capability of Dy. In contrast, y, = p;. means that Dy can
not distinguish the sensitive attribute from representations.

Then we can define the parameterized predictor Py(s|x)
by normalizing the intensity function Dy.

Message Passing Can Exacerbate Sensitive Biases.
Now we will straightforwardly provide an exposition from
the perspective of sensitive information neutralization that
the message passing computation may lead to more serious
sensitive information leakage problem.

Theorem 1. Assume that node representations are biased
and can be identified by the predictor; i.e., pic > ;. For
node v;, we consider a message passing process that updates

igh
x; by ¥, = x; + 2}“®". Then we have

E{De(s;|;) — Do(sil27)} > E{De(silxi) — Do(silzi)},

(2)
which means that the predictor Py can identify the sensitive
attributes more accurately.

The details and the proof of Theorem 1 can be found in
the Appendix.

Summary. Therefore, to alleviate the sensitive biases, we
can either modify the graph structure to decrease FP;“"* —

Pid T or modify the node features before message passing to
decrease . — ;.. Both solutions actually emphasize the
features of each node’s heterogeneous neighbors, and can
be seen as introducing extra F3 into node representations
for sensitive information neutralization.

3.3 Implementations of FairSIN

Inspired by the above motivation, we will present three im-
plementation variants from both data-centric and model-
centric perspectives. We name our method as Fair GNNs via
Sensitive Information Neutralization (FairSIN).

Data-centric Variants. For data-centric implementation,
we will employ a pre-processing manner, and modify the
graph structure or node features before the training of GNN
encoder.

(1) In terms of graph modification, we can simply change
the edge weights in the adjacency matrix:

1+5, if (Ul',l}j) € £ and Si%Sj
i = 1, if (v;,v;) €€ands; =s; , (3
0, if (vi,v;) € €

A

where § > 0 is a hyper-parameter. We name this variant as
FairSIN-G.

(2) In terms of feature modification, we first compute the
average feature of each node v;’s heterogeneous neighbors

as x% — ‘ le’”l 0, enir X, Where N is the heteroge-
diff

neous neighbor set of v;. Here x;

expectation estimation of the random variable xf’ﬁc defined
in previous subsection.

However, some nodes in real-world graphs have very few
or even no heterogeneous neighbors, which makes the cal-
culation of x?’ﬁ infeasible or very uncertain. To address this
issue, we propose to train a multi-layer perceptron (MLP)?
to estimate x;j’ﬁ:

Lrp=

can also be seen as the

diff)|2
] Z IMLPg(xi) =77 )
N>

By minimizing the above Mean Squared Error (MSE) loss,
nodes with rich heterogeneous neighbors can transfer their
knowledge to other nodes through the MLP. Then we neu-
tralize each node v;’s feature as X; = x; +0 MLP 4(x;), and
name this variant as FairSIN-F.

Model-centric Variants. The model-centric variant fur-
ther extends FairSIN-F by jointly learning the MLP and
GNN encoder. Given a K-layer GNN, we denote the repre-
sentation matrix of all nodes in the k-th layer as H*. Similar
to FairSIN-F, we can conduct the neutralization operation at
every layer:

H* = H* + 5" MLP} (H"),
H**! = MessagePassing(H"),

where H? = X is the node feature matrix, 6* and MLP';
can be customized for each layer. We denote the MSE loss
in each layer k as £%..

Following recent SOTA methods on fair GNNs, we also
introduce a discriminator module to impose extra fairness
constraints on the encoded representations. Specifically, we
use another MLP,, to implement the discriminator, and let it
predict the sensitive attribute based on the final representa-
tion encoded by GNN. We use binary cross-entropy (BCE)
loss Lp to train the discriminator, and ask the GNN en-
coder and MLP, to maximize Lp as adversaries. Besides,
we denote the cross-entropy loss of downstream classifica-
tion task as L. For parameter training, we iteratively per-
form the following steps: (1) update each MLP’;) by mini-

®)

mizing £% — L£p; (2) update GNN encoder by minimizing
L1 — Lp; and (3) update discriminator MLP,;, by minimiz-
ing L£p. We consider this variant as our full model FairSIN.

3.4 Discussion

How Does FairSIN Work? Recall that the neutralized
feature X; is the expectation estimation of the random vari-
able z; + 63:?0?. Similar to the theorem, we have

E{Dp(si|z; + 627) — Do (i|; + 02{")}
= (1= 0)(pte — pic) < E{Do(ss|x:) — Do(5i|xi)},
2From an empirical standpoint, MLPs are simple and already

qualified to achieve our desired outcomes. We will explore more
sophisticated architectures in future work.

(6)
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Figure 3: Sensitive biases in four groups of features. The bi-

ases are measured by average Py (s|z), and larger scores in-
dicate more serious sensitive leakage in the representations.

where § € (0, 1]. Thus it is harder to infer the sensitive at-
tribute from the neutralized feature than the raw feature. In
practice, we relax the range of d to a wider range for more
flexible tuning.

Here we present an empirical verification of our the-
ory. We consider four groups of node features, including
the raw feature x;, raw feature + message passing x; +
ﬁ ZUJ_ en; X neutralized feature x;, neutralized feature

+ message passing X; + Wll Zvj en;, X For each group
of features, we train a sensitive attribute predictor as in

Section 3.2, and use average Py(s|z) as the measurement
score’. A larger score indicates more serious sensitive biases
of node representations.

From Figure 3, we can see that message passing enlarges
the sensitive biases for both raw and neutralized features,
which can validate our theoretical analysis. Also, neutral-
ized features have much less sensitive information leakage,
demonstrating the effectiveness of our F3.

Moreover, the estimated feature of heterogeneous neigh-
bors MLP4(x;) can provide additional information when
calculating representations, especially for the nodes with
few heterogeneous neighbors. Therefore, our method can
reach a better performance-fairness trade-off than previous
fair GNN methods.

Data-centric v.s. Model-centric Variants. As pre-
processing methods, data-centric variants are task-irrelevant
and thus can be employed for various downstream scenarios.
For example, we can debias a graph dataset by neutralizing
node features in advance, and then graph machine learning
algorithms can be trained as usual. Data-centric variants
are also more computationally efficient. The model-centric
variant is also model-agnostic, and can be combined with
any GNN encoders. It allows to further neutralize the
internal representations in each GNN layer, and enables
additional fairness constraint from an adversarial discrim-
inator. Different parts of the model can learn and improve
together, thereby achieving better accuracy and fairness.

3We did not use the conditional entropy since the log operation
has numerical instability issues in practice.

Dataset Bail Pokec-n Pokec-z

# Nodes 18,876 66,569 67,797

# Features 18 266 271

# Edges 321,308 729,129 882,765
Node label Bail decision Working field Working field
Sensitive attribute Race Region Region
Avg. degree 34.04 16.53 19.23
Avg. hete-degree 15.79 0.73 0.90
Nodes w/o hete-neighbors 32 46,134 42,783

Table 1: Dataset statistics. “hete-”” means “heterogeneous”.

4 Experiments

In this section, we thoroughly evaluate and analyze the ef-
fectiveness of our proposed method. Specifically, we fol-
low the experimental setup of (Wang et al. 2022c; Dong
et al. 2022a), and consider both fairness and accuracy met-
rics across multiple datasets. Our experiments are conducted
to answer the following research questions (RQs):

RQ1: How effective is our proposed method compared
with SOTA graph fairness methods? RQ2: How does each
module of our proposed method contribute to the final per-
formance? RQ3: How does the hyper-parameter ¢ influ-
ence the performance? RQ4: How does the time cost of our
method compared with other baselines?

4.1 Experimental Settings

Datasets. Following the approaches proposed in (Wang
et al. 2022c; Dong et al. 2022a), we evaluate FairSIN and
baseline methods on five real-world benchmark datasets*:
German (Asuncion and Newman 2007), Credit (Yeh and
Lien 2009), Bail (Jordan and Freiburger 2015) and Pokec-
n/Pokec-z (Takac and Zabovsky 2012). These datasets have
been extensively used in previous studies on graph fairness
learning, and cover a diverse range of domains, including fi-
nance, criminal justice and social network. We provide the
dataset statistics in Table 1.

GNN Backbones. In our experiments, we employ three
commonly used graph neural networks (GNNs) as the back-
bone of our encoder: GCN (Kipf and Welling 2017), GIN
(Xu et al. 2019), and GraphSAGE (Hamilton, Ying, and
Leskovec 2017). These encoders have been widely adopted
by the research community and have demonstrated strong
performance on various graph-related tasks.

Baselines. We compare our methods with the following
state-of-the-art fair node representation learning methods.
FairGNN (Dai and Wang 2021): a debiasing method based
on adversarial training. EDITS (Dong et al. 2022a): an
augmentation-based method minimizing discrimination be-
tween different sensitive groups by pruning the graph topol-
ogy and node features. NIFTY (Agarwal, Lakkaraju, and
Zitnik 2021): a method that integrates feature perturbation
and edge dropping to enforce counterfactual fairness con-
straints by maximizing the similarity between augmented
and counterfactual graphs. FairVGNN (Wang et al. 2022c¢):

“Due to space limitation, the statistics and results of German
and Credit datasets are in the Appendix.



Encoder Method Bail Pokec_n Pokec_z
FIt ACCT DPJ EOl FIt ACCT DP| EOl FIt ACCT DP| EO|
vanilla 82.04+0.74 87.55+0.54 6.85+0.47 5.26+0.78 | 67.74+0.41 68.55+0.51 3.75+0.94 2.93%1.15 | 69.99+0.41 66.78+1.09 3.95+1.03 2.76+0.95
FairGNN 77.50+1.69 82.94+1.67 6.90+0.17 4.65+0.14 | 65.62+2.03 67.36+2.06 3.29+2.95 2.46+2.64 | 70.86+2.36 67.65+1.65 1.87+1.95 1.32+1.42
EDITS 75.58+3.77 84.49+2.27 6.64+0.39 7.51%1.20 OOM OOM OOM OOM OOM OOM OOM OOM
NIFTY 7476391 82.36+3.91 5.78+1.29 4.72+1.08 | 64.02+1.26 67.24+0.49 1.22+0.94 2.79£1.24 | 69.96+0.71 66.74+0.93 6.50+2.16 7.64+1.77
GCN FairVGNN 79.11£0.33  84.73+x0.46  6.53+0.67 4.95%£1.22 | 64.85+x1.17 66.10£1.45 1.69+0.79 1.78+0.70 | 67.31+x1.72 61.64+4.72 1.79+1.22 1.25+1.01
FairSIN-G 79.61+£129 85.57+1.08 6.57+0.29 5.55+0.84 | 67.80+0.63 68.22+0.39  2.56+0.60 1.69£1.29 | 69.68+0.86 65.73+1.76 3.53+x1.20 2.42+1.43
FairSIN-F 82.23+0.63 87.61+0.83 5.54+0.40 3.47+1.03 | 66.30£0.56 67.96+1.54 1.16+0.90 0.98+0.70 | 69.74+0.85 66.38+1.39 2.53+0.97 2.03+1.23
FairSIN w/o Neutral. | 81.51+0.33 87.26+0.17 5.93+0.04 4.30£0.20 | 67.39£0.70 68.35+0.62 2.51+1.99 2.36+1.89 | 69.18+0.51 65.87+1.34 1.98+1.01 1.87+0.64
FairSIN w/o Discri. | 82.05+0.41 87.40+0.15 5.65+0.40 4.63+0.52 | 67.94+0.38 68.74+0.33 2.22+1.47 1.67£1.70 | 69.31+0.63 66.42+1.52 2.73+x1.08 2.37+0.69
FairSIN 82.30+0.63 87.67+0.26 4.56+0.75 2.79+0.89 | 67.91+0.45 69.34+0.32 0.57+0.19 0.43+0.41 | 69.24+0.30 67.76+0.71 1.49+0.74 0.59+0.50
vanilla 77.89+1.09 83.52+0.87 7.55+0.51 6.17+0.69 | 67.87+0.70 69.25+1.75 3.71+1.20 2.55£1.52 | 69.49+0.34 65.83+1.31 1.97+1.12 2.17+0.48
FairGNN 73.67+1.17 77.90+221 6.33+1.49 4.74+1.64 | 64.73x1.86 67.10£3.25 3.82+2.44 3.62+2.78 | 69.50+2.38 66.49+1.54 3.53+3.90 3.17+£3.52
EDITS 68.07+5.30 73.74+5.12  6.71+2.35  5.98+3.66 OOM OOM OOM OOM OOM OOM OOM OOM
NIFTY 70.64+6.73  74.46+9.98 557+1.11 3.41+1.43 | 61.82+3.25 66.37+1.51 3.84+1.05 3.24%1.60 | 67.61+2.23 65.57+1.34 2.70+1.28 3.23+1.92
GIN FairVGNN 76.36+2.20 83.86x1.57 5.67+0.76 5.77+0.76 | 68.01+1.08 68.37+0.97 1.88+0.99 1.24£1.06 | 68.70+0.89 65.46+1.22 1.45+1.13 1.21+1.06
FairSIN-G 79.69+0.62 86.10+1.39 6.93+0.16 6.75+0.66 | 67.16+1.03 67.73+1.67 1.98+1.54 1.50£1.15 | 68.84+1.96 65.09+2.69 1.55+1.23 1.74+0.80
FairSIN-F 80.37+0.84 86.48+0.75 5.95+1.85 5.97+2.07 | 68.36+0.55 68.92+1.08 1.51+1.11  0.82+0.79 | 68.96+1.08 65.97+0.82 1.45+1.15 1.14+0.73
FairSIN w/o Neutral. | 79.33+0.64 85.27+0.70 7.21+0.39 6.75+0.55 | 68.30+1.12 68.92+1.13  2.81+1.91 2.12+1.30 | 69.38+1.28 65.04+1.56 2.19+1.96 1.23+0.92
FairSIN w/o Discri. | 80.14+1.06 86.44+0.80 4.38+1.48 4.23+1.88 | 67.32+0.36 70.04+0.80 2.44+1.50 1.63%£1.24 | 69.21+0.25 65.58+0.71 1.40+0.67 1.12+0.24
FairSIN 80.44+1.14 86.52+0.48 4.35+0.71 4.17+0.96 | 68.43+0.64 69.58+0.57 1.11+0.31 0.97+0.59 | 69.06+0.54 66.74+1.56 0.64+0.47 1.01+0.64
vanilla 83.03+0.42 88.13%1.12 1.13+0.48 2.61%1.16 | 67.15+0.88 69.03+0.77 3.09+1.29 2.21+1.60 | 70.24+0.46 66.55+0.69 4.71+1.05 2.72+0.85
FairGNN 82.55+0.98 87.68+0.73 1.94+0.82 1.72+0.70 | 65.75+1.89 67.03£2.61 2.97+1.28 2.06+3.02 | 69.49+2.15 67.68+1.49 2.86+1.39 2.30+1.33
EDITS 77.83+3.79 84.42+2.87 3.74+3.54 4.46+3.50 OOM OOM OOM OOM OOM OOM OOM OOM
NIFTY 77.81£6.03  84.11£5.49 5.74+0.38 4.07£1.28 | 61.70+1.47 68.48+1.11 3.84+1.05 3.90+2.18 | 66.86+2.51 66.68+1.45 6.75+1.84 8.15+0.97
SAGE FairVGNN 83.58+1.88 88.41+1.29 1.14+0.67 1.69%1.13 | 67.40+1.20 68.50+0.71 1.12+0.98 1.13+1.02 | 69.91+0.95 66.39+1.95 4.15+1.30 2.31+1.57
FairSIN-G 83.96+1.78 88.79+1.08 3.97+0.92 1.70+0.66 | 68.08+1.10 69.11+0.62 2.00£1.13  1.66+0.70 | 71.05+0.73 66.19+1.49 4.96+0.25 2.90+1.21
FairSIN-F 83.82+0.26 88.51+0.16 0.67+0.33 1.85+0.50 | 67.21+0.84 69.28+0.98 1.80+0.46 1.62+0.84 | 70.25+0.40 66.99+1.06 3.25+1.00 1.89+0.79
FairSIN w/o Neutral. | 82.95+0.46 87.70+0.28 0.64+0.40 2.21+0.22 | 67.38+0.81 68.77+0.62 2.35+0.99 1.71+0.99 | 69.87+1.70 67.39+1.05 2.92+1.69 1.79+1.16
FairSIN w/o Discri. | 83.49+0.34 88.46+0.19 0.82+0.51 2.12+0.55 | 67.14+1.09 69.65+0.32 1.91+0.82 1.09+1.12 | 70.10£0.93 66.78+0.83 3.92+1.02 1.62+0.68
FairSIN 83.97+0.43 88.74+0.42 0.58+0.60 1.49+0.34 | 68.38+0.83 69.12+1.16 1.04+0.83 1.04+0.42 | 70.70+0.99 67.95+0.79 1.74+0.73 0.68+0.65

Table 2: Comparison among SOTA methods and different variants of FairSIN. (Bold: the best; underline: the runner-up.)

a framework preventing sensitive attribute leakage by mask-
ing sensitive-correlated channels and adaptively clamping
weights. All baselines are implemented based on the given
three GNN backbones.

Evaluation Metrics. To assess the performance of down-
stream classification task, we employ F1 score and accuracy
as the metrics. To evaluate group fairness, we adopt Demo-
graphic (Statistical) Parity (DP) (Dwork et al. 2012) and
Equal Opportunity (EO) (Hardt, Price, and Srebro 2016) as
previous studies (Agarwal, Lakkaraju, and Zitnik 2021; Dai
and Wang 2021; Wang et al. 2022c; Dong et al. 2022a). Note
that a model with lower DP and EO implies better fairness.

Implementation Details. For our proposed method, we
leverage a 3-layer MLP to predict the features or represen-
tations of heterogeneous neighbors. Specifically, we adopt
an Adam optimizer for MLP with weight decay in {0.001,
0.0001, 0} and tune the learning rate in {0.1,0.01,0.001}.
The dropout rate is in {0.2, 0.5, 0.8}. In addition, we tune the
coefficient hyper-parameter ¢ in our proposed method over
the range of [0,10]. For GNN encoders, we use the same set-
tings as (Wang et al. 2022c). We report mean and standard
deviation over five runs with different random seeds. All
our experiments are run on a single GPU device of GeForce
GTX 3090 with 22 GB memory.

4.2 Main Results (RQ1)

Effectiveness of Model-centric Variant FairSIN. Here
we present the results of FairSIN to demonstrate that our
neutralization-based strategy can achieve a better trade-off
than SOTA methods. As shown in Table 2, FairSIN has both
the best overall classification performance and group fair-
ness under different GNN encoders. In terms of fairness,
FairSIN respectively reduces DP and EO by 63.29% and
33.82%, compared with the best performed baseline. Addi-
tionally, since the F3 can introduce extra neighborhood in-
formation for each node, in many cases FairSIN can even
outperform the vanilla encoder in accuracy metrics. Com-
pared to Bail, Pokec-n/Pokec-z have very few heterogeneous
neighbors. Hence, the improvement achieved by FairSIN is
more pronounced on the Pokec dataset, aligning with our
motivation and model design.

Effectiveness of Data-centric Variants FairSIN-G and
FairSIN-F. Here we can compare our proposed data-
centric variants with a previous pre-processing method ED-
ITS (Dong et al. 2022a) as well as the vanilla encoder. From
Table 2, we can see that both FairSIN-G and FairSIN-F
maintain the accuracy and improve the fairness on aver-
age, which demonstrates our idea of sensitive information
neutralization. Also, FairSIN-G only amplifies the weights



of existing heterogeneous neighbors, which limits its ca-
pacity to furnish as extensive information as FairSIN-F.
Consequently, in comparison, the predictive performance of
FairSIN-G falls short when contrasted with FairSIN-F. It
is worth noting that as a pre-processing method, FairSIN-
F is only slightly worse than the model-centric variant
FairSIN, and outperforms previous SOTA methods. There-
fore, FairSIN-F offers a cost-effective, model-agnostic and
task-irrelevant solution for fair node representation learning.

4.3 Ablation Study (RQ2)

To fully evaluate the effects of each component used in our
proposed FairSIN, we consider two ablated models: FairSIN
w/o Discri. denotes the version of FairSIN without the dis-
criminator, and FairSIN w/o Neutral. denotes the version of
FairSIN where § = 0. Experimental results are listed in
Table 2. The relative improvement brought by F3 on Bail
is not as significant as that on Pokec, since nodes in Bail
dataset have almost equal number of homogeneous and het-
erogeneous neighbors. Broadly speaking, both F3 and the
discriminator yield beneficial outcomes. However, when the
discriminator is employed in isolation rather than as a con-
straint to guide the learning of F3, it often leads to a decrease
in predictive precision. It is worth noting that the neutral-
ization of F3 alone, i.e., FairSIN w/o Discri., can already
achieve a favorable trade-off between fairness and accuracy
metrics, and is the most important design in our model.
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Figure 4: Classification performance and group fairness un-
der different values of hyper-parameter §.

4.4 Hyper-parameter Analysis (RQ3)

The value of § is crucial to FairSIN as it can control the
amount of introduced heterogeneous information. It is im-
portant to choose a proper value of ¢, as setting it too large
may lead to sensitive information leakage in an opposite di-
rection. We investigate the effect of hyper-parameter § over
{0,0.5, 1,2, 5, 10} with GCN encoder, and present the re-
sults in Figure 4. For Pokec-n and Pokec-z datasets, we can
observe an optimal value § = 1, where a favorable trade-off
between predictive performance and fairness can be reached.
The distribution of heterogeneous neighbors is too sparse on
Pokec dataset as we can see in Table 1, thus fairness are im-
proving when ¢ increases to 10. In terms of predictive per-
formance on Pokec-n, both accuracy and F1 score exhibit
a decline as § increases. As for Pokec-z, a similar trend is
observed with the exception that the F1 score maintains a

relatively stable level. In general, excessively large values of
4 contribute to a decrease in predictive performance for both
datasets. These observations align with our idea of neutral-
ization. Hyper-parameter experiment on German, Credit and
Bail can be found in Appendix.

400 600
350 500

3 200 % 400
8250 - 8
2 200 7 \ 2 300
i 150 F 200
100 / :
] | I
0 0
G

S
SN \‘cﬁ“ Nt @ N @? \‘(;\“A ot
(a) Bail (b) Credit

Figure 5: Training time cost on Bail and Credit with GCN
backbone (in seconds).

4.5 Efficiency Analysis (RQ4)

As shown in Figure 5, we compare the training time cost of
our FairSIN with the baselines on Bail and Credit datasets’.
We can find that FairSIN has the lowest time cost among
all methods. Thus our method is both efficient and effec-
tive, enabling potential applications in various scenarios.
FairVGNN (Wang et al. 2022c) incurs such high time cost
attributed to its large number of parameters and the process
of adverserial training. Also, EDITS (Dong et al. 2022a)
needs to model node similarities between all node pairs for
edge addition, and thus incurs a high time complexity.

5 Conclusion

In this paper, we propose the neutralization-based strategy
FairSIN for learning fair GNNs, where extra F3 are added
to node features or representations before message passing.
By emphasizing the features of each node’s heterogeneous
neighbors, F3 can simultaneously neutralize the sensitive
bias in node representations and provide extra non-sensitive
feature information. We further present three implementa-
tion variants from both data-centric and model-centric per-
spectives. Extensive experimental results demonstrate the
motivation and effectiveness of our proposed method.

We hope this work can provide a new paradigm to the
area of fair GNNs, and thus keep our implementation as sim-
ple as possible. For future work, we can explore alternatives
with wider receptive field and more complex architecture to
replace MLPs for F3 estimator. Besides, current F3 are ir-
relevant to downstream tasks, and it is also possible to build
task-specific ones. In addition, when we need to handle mul-
tiple sensitive groups at the same time, we can extend F3 to
neutralize a joint distribution of sensitive attributes.

SPokec datasets have larger scales, but EDITS run out of mem-
ory on them.
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