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Technique summary

- **Shallow model**
  - Random walk-based
    - Semantic-aware random walk, e.g., metapath2vec, HHNE
    - Metagraph-guided random walks, e.g., metagraph2vec, spacey
  - Decomposition-based
    - Subgraph based, e.g., JERec, PME, PTE, HEBE

- **Deep model**
  - Message passing-based
    - Semantic-aware aggregation function, e.g., HAN, HetGNN, GTN
  - Encoder-decoder-based
    - Property-preserved autoencoder, e.g., HNE, Camel, DHNE
  - Adversarial-based
    - Relation-aware GAN, e.g., HeGAN
    - Adversarial completion, e.g., MV-ACM
**TABLE 2: Typical heterogeneous graph embedding methods.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Inductive</th>
<th>Label</th>
<th>Information</th>
<th>Task</th>
<th>Technique</th>
<th>Characteristic</th>
</tr>
</thead>
</table>
| mp2vec [8]      |           |       | Structure   | Embedding | Random walk (Shallow model) | Easy to parallelize  
|                 |           |       |             |           |           | Two-stage training  
|                 |           |       |             |           |           | High memory cost  
|                 |           |       |             |           |           | Complexity: $O(r \cdot I \cdot k \cdot n_x \cdot d \cdot |V|)$ |
| Spacey [59]     |           |       | Structure   | Embedding | Decomposition (Shallow model) | Easy to parallelize  
|                 |           |       |             |           |           | Two-stage training  
|                 |           |       |             |           |           | High memory cost  
|                 |           |       |             |           |           | Complexity: $O(|E| \cdot d)$ |
| JUST [60]       |           |       | Structure   | Recommendation | Message passing (Deep model) | End-to-end training  
|                 |           |       |             |           |           | Encoding structures and attributes  
|                 |           |       |             |           |           | Semantic fusion  
|                 |           |       |             |           |           | High training cost  
|                 |           |       |             |           |           | Complexity: $O(|V| \cdot d_1 + |R| \cdot d_2)$ |
| BHIN2vec [61]   |           |       | Structure+Attribute | Embedding | Encoder-decoder (Deep model) | End-to-End training  
|                 |           |       |             |           |           | Flexible goal-orientation  
|                 |           |       |             |           |           | Complexity: $O(|V| \cdot d_1 + |E| \cdot d_2)$ |
| HHE [62]        |           |       | Structure   | Identification | Identification | Robustness  
|                 |           |       |             |           |           | High complexity  
|                 |           |       |             |           |           | Complexity: $O(|V| \cdot |R| \cdot n_x \cdot d)$ |
Future directions

- Preserving HG structures and properties
  - Motif, Network schema – beyond metapath and metagraph
  - Dynamic
  - Uncertainty e.g., Gaussian distribution

- Deep graph learning on HG data
  - Over-smoothing, e.g., deep HGNN
  - Self-supervised learning
  - Pre-training, e.g., transfer ability

- Making HG embedding reliable
  - Fairness or debias, e.g., age and gender
  - Robust
  - Explainable, e.g., disentangled learning
Future directions

- **Real-world applications**
  - Software engineering
  - Biological system
  - Large-scale industrial scenarios

- **Others**
  - Non-Euclidean space embedding
    - e.g., Hyperbolic embedding
  - Heterogeneous graph structure learning
  - Connections with knowledge graph
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Abstract—Heterogeneous graphs (HG) also known as heterogeneous information networks have become ubiquitous in real-world scenarios; therefore, HG embedding, which aims to learn representations in a lower-dimension space while preserving the heterogeneous structures and semantics for downstream tasks (e.g., node/graph classification, node clustering, link prediction), has drawn considerable attentions in recent years. In this survey, we perform a comprehensive review of the recent development on HG embedding methods and techniques. We first introduce the basic concepts of HG and discuss the unique challenges brought by the heterogeneity for HG embedding in comparison with homogeneous graph representation learning; and then we systemically survey and categorize the state-of-the-art HG embedding methods based on the information they used in the learning process to address the challenges posed by the HG heterogeneity. In particular, for each representative HG embedding method, we provide detailed introduction and further analyze its pros and cons; meanwhile, we also explore the transformativeness and applicability of different types of HG embedding methods in the real-world industrial environments for the first time. In addition, we further present several widely deployed systems that have demonstrated the success of HG embedding techniques in resolving real-world application problems with broader impacts. To facilitate future research and applications in this area, we also summarize the open-source code, existing graph learning platforms and benchmark datasets. Finally, we explore the additional issues and challenges of HG embedding and forecast the future research directions in this field.
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