
石川

shichuan@bupt.edu.cn
北京邮电大学

异质图神经网络

模型、预训练与应用

© 2009 BUPT TSEG                   



2

Outline 

l Basic concepts

l Models

l Pre-training

l Applications

√   Conclusion and future work
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Technique summary

l Shallow model
¢ Random walk-based

p Semantic-aware random walk, e.g., metapath2vec, HHNE
p Metagraph-guided random walks, e.g., metagraph2vec, spacey

¢ Decomposition-based
p Subgraph based, e.g., JERec, PME, PTE, HEBE

l Deep model
¢ Message passing-based

p Semantic-aware aggregation function, e.g., HAN, HetGNN, GTN
¢ Encoder-decoder-based

p Property-preserved autoencoder, e.g., HNE, Camel, DHNE
¢ Adversarial-based

p Relation-aware GAN, e.g., HeGAN
p Adversarial completion, e.g., MV-ACM
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Technique summary
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Future directions

l Preserving HG structures and properties
¢ Motif, Network schema – beyond metapath and metagraph
¢ Dynamic
¢ Uncertainty e.g., Gaussian distribution

l Deep graph learning on HG data
¢ Over-smoothing, e.g., deep HGNN
¢ Self-supervised learning
¢ Pre-training, e.g., transfer ability

l Making HG embedding reliable
¢ Fairness or debias, e.g., age and gender
¢ Robust
¢ Explainable, e.g., disentangled learning
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Future directions

l Real-world applications
¢ Software engineering
¢ Biological system
¢ Large-scale industrial scenarios

l Others
¢ Non-Euclidean space embedding

p e.g., Hyperbolic embedding
¢ Heterogeneous graph structure learning
¢ Connections with knowledge graph
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More materials

l More materials in my webpage: www.shichuan.org
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Thanks !

www.shichuan.org
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