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d LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

d GNN+LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

d Summary and outlook




d Backbone Architecutures
1 Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

InstructGLM[157] Graph-to-token + Flan-T5/LLaMA MLM,LM  Manual Prompt Tuning

LLMtoGraph[71] Graph-to-text + GPTs, Vicuna LM Manual Prompt Tuning

NLGraph[126] Graph-to-text + GPTs LM Manual Prompt Tuning

GraphText[175] Graph-to-text + GPTs LM Manual Prompt Tuning

LLM4Mol[91] Graph-to-text  + GPTs LM Manual Prompt Tuning

GPT4Granh[29] aph-to-text  + GPT-3 LM . Manual Promnt Tuning + Automatic Promnt Tuning_
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Table 3. Details of approaches involved as LLM based models




 Graph-to-Token
» Tokenize graph information to align it with LLM
 Graph-to-text

» Describe graph information using natural language
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(a) Graph-to-token.




 Integrating graph data with textual data
d




 Expand the vocabulary of the LLM by graph node features

1-hop prompt with meta node feature

a Categorize the central node: (<node_4>, ‘toward cloud computing evolution’)

is connected with (<node_76>, [title_76]), (<node_21>, [title_21]), ... within s . .
one hop. \n distributed computing

\_ Which category should <node_4> be classified as?

3-hop prompt with intermediate paths

(
Categorize the central node: <node_17> is connected with <node_909>,
<node_1682>, ... within three hops through (<node_32>, and <node_561>), /[ ar . .
J | (enode “W6Y8USant kncde 985) respective y.\T \ ‘ / Sﬁfpu._g,engmgermg .

Which category should <node_17> be classified as?

.

structure-free prompt
ategorize the central node: <node_169341> is featured with its w c
tle: ‘unsupervised attention quided image to image translation’ s ™ ti

. ‘Current unsupenvised image-ta-image translation ruct . — and ahstrac
struggle-to-focus-theif attention.onindiVidual-objects—— InstructGLM - WMF—\"&E"‘—J techniques.
ering the background. ...". \n \ without altt
gory should <node 169341> be classified as? / \_Which cate|
mpt Instruction Tuning /L] Node Classification Multi-task Multi-pro
Link Prediction
mpt with meta node feature & intermediate nodes 2-hop pro
ediction for the central node: (<node_0>, ‘difference Perform link pr

tion') is connected with (<node_511>, [title_511]),
e_6]), ... within two hops through (<node_49>,[title_49]),

target propogai
(<node_6>, [tit/

L S D e e —— (enode_125; Jitle's
7l bedlirtked fe<nade_0>WthT two hep st iTEIE e— Whithrother modemn
\_<rode_20015?

» prompt without meta node feature

an for the central node: <node 2867> is connected \
<node_609>, <node_656>, <node_1998>, ... within

1-hof
Perform link predictit
with <node_48605>, «
one hop. \n

1 Will <node_174> be «

:onnected with <node_2867> within one hop?

Ye, et al. "Language is all a graph needs." EACL 2024.
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 Transformer-based approach for dynamic graphs
d Map a dynamic graph into a set of sequences

(a) Toy dynamic graph (b) Temporal ego-graph (c) Temporal alignment (d) Transformer architecture
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Wou, et al. "On the Feasibility of Simple Transformer for Dynamic Graph Modeling." WWW’24.
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D T I h (b) Temporal ego-graph (¢) Temporal alignment (d) Transformer architecture
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> Segment the time domain: 5 onoin (88 it - Tctre B Tt

S; = (b) 87 ={c,d) S; = (e)
» Sequence for Transformer:
r; = (|hist|), a, {[timel|), b, {|time2]), ¢, d, {|time3]), e, {|endo f hist|)
= (lpred|)(|time4|) S} (|endofpred])

Wou, et al. "On the Feasibility of Simple Transformer for Dynamic Graph Modeling." WWW’24.
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1 Describe graph information for variours graphs and tasks

»Node/edge list, graph properties > Graph description language

1.C ivity .’_4 2.Cycle 3. l Sort 4. Shortest Path Graph Structured Data _—
0 o e e o 0 e e o e @"2 e ",,"' \\\)‘/ <?7xml uersxon='1.a' encoding="'utf-8'7>

<graphml xmlns="http://graphml.graphdrawing.org/xmlns">

e 1‘@_1_65),2 / E <key id="relation" for="edge" attr.name="relation" attr.type="string" />
e o e \ ; <key id="title" for="node" attr.name="title" attr.type="string" />
e e . , Q . > @ = <graph edgedefault="undirected">
Determine if there i a path between In an undirected graph, (i,) means that _ - In an undirected graph, the nodes are ® o ~0 <node id="P357">
two nodes in the graph. Note that (i,j) ncdg i and node j are connected with an | | In a directed graph with 5 nodes numbered from O to 4, and the edges are: .y A cdlabﬂ;ﬂ;ﬂ'mrk <data key="title">statistical anomaly detection via composite hypothesi models</
means that node i and node j are undirected edge. numbered from 0 to 4: an edge between node 0 and node 1 with o [::> data>
connected with an undirected edge. The nodes are numbered from 0 to 5, node 0 should be visited before node weight 2, ... X J " O ::‘:ggezd_ R
Graph: (0,1) (1.2) (34) (45) and the edges are: (34) (3,5) (1,0) (2,5) 4, .. B . Q: Give the shortest path from node 0 to - _. o <data key= >universal and composite hypothesis testing</data>
Q:Is there a path between node 1 and (2.0) o Q Can all the nodes be visited? Give the | | node 4. @ Q </node>
node 47 LQ‘ Is there a cycle in this graph? Lscluman. Knowledge Graph S\ AT e e e e s

Oy Pai <edge source= target-
A 5. Maximum Flow | 6- Bipartite Graph i 7 Path 8.GNN O >te?erencermau>
- - Bip: ~ . itonPath ——+———— — 86NN [—MmF—

0\, oo @O %;\ o“?‘"" : o
@.c. @ jobs @ (1) @ (4 el@

There are 4 job applicants numbered

In a directed graph, the nodes are f In an undirected graph, (i,j) means that In an undirected graph, the nodes are
numbered from 0 to 3, and the edges 322140&;3{ :ﬁi;ﬂf&:&zﬁ ?:m node i and nodejgaganEqu with numbered from 0 to 4, and every node has an -

e wal PR ctodedon . . embeddina. (ii) means that node_i and node i

awrw:_flmﬂm E “;‘m e ara ¢ e ek are o BT GE TR o - gf;:f;m%‘!‘@'ﬁwﬂ_ﬂmﬁg fabel:

capaciii10 [ atedt i = o the-edjesarasid 2 (UL ARG —  Embeodings: node bl Ipee——oo - e

ar edgefrors node-9te nos 2 HE—— w @‘rg,ﬁa\—' Thaedgessre—Ely —— . [ G-Syntax Tree 1st-hop: [A
o QI VA rwtegptsinal I it el conluron aver e st-hop: [A]
arsdge fram-nede Hs e Jawiil ; |nm mmr.rcr ;abﬂ-te ’Emg* rode's-ermbeanga-updited by the-sur 1S .
canaeiy4 — - el an sain Er— hemamrmr-r Epath-Notethatinapaite ﬁ@"bnrs—mdngs—— 2nd hOp [B]
~\&Fat s the mawimun flow frarenod TR SEhe e ofreach node: m gﬂ . feature:
B — e el ayer el aplETAD RECTVERT o Text Attributes 2

\ [ feature x => (1 hop) (2 hop) (center) (l hop) 2 hop center-node: [0]
3 (4)E [ tabely * Ist-hop: [1, 2]

CTE 2nd-hop: [3, 2]

Wang, et al. "Can language models solve graph problems in natural language?." NeurlPS’23.

Guo, et al. "GPT4Graph: Can large language models understand graph structured data? an empirical evaluation and benchmarking.” CoRR’23.
Zhao, et al. "GraphText: Graph reasoning in text space." CoiRR’23.
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1 Backbone Architecutures
 Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

InstructGLM[157] Graph-to-token + Flan-T5/LLaMA MLM,LM  Manual Prompt Tuning

LLMtoGraph[71] Graph-to-text + GPTs, Vicuna LM Manual Prompt Tuning

NLGraph[126] Graph-to-text + GPTs LM Manual Prompt Tuning

GraphText[175] Graph-to-text + GPTs LM Manual Prompt Tuning

LLM4Mol[91] Graph-to-text  + GPTs LM Manual Prompt Tuning

GPT4Granh[29] aph-to-text  + GPT-3 LM . Manual Promnt Tuning + Automatic Promnt Tuning_
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Table 3. Detalls of approaches involved as LLM based models
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d Language Modeling (LM) T 77
» LLaMA, GPT-3... ==

NSP Mask LM Mask LM
« *

d Masked Language Modeling (MLM) e
> BERT, T5.. oo s o
> Replace the word with the [MASK] token EE- EIE1E- E)

e.g,my dog is hairy - my dog is [MASK] '\ "=l

Touvron, et al. "Llama: Open and efficient foundation language models." CoRR’23.

Ouyang, et al. "Training language models to follow instructions with human feedback." NeurlPS’22.
Devlin, et al. "BERT: Pre-training of deep bidirectional transformers for language understanding." CoRR’18.
Raffel, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." JMLR’20.
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1 Backbone Architecutures
1 Pre-training
 Adaptation

Model Backbone Architecture Pre-training Adaptation

InstructGLM[157] Graph-to-token + Flan-T5/LLaMA MLM,LM  Manual Prompt Tuning

LLMtoGraph[71] Graph-to-text + GPTs, Vicuna LM Manual Prompt Tuning

NLGraph[126] Graph-to-text + GPTs LM Manual Prompt Tuning

GraphText[175] Graph-to-text + GPTs LM Manual Prompt Tuning

LLM4Mol[91] Graph-to-text  + GPTs LM Manual Prompt Tuning

GPT4Granh[29] aph-to-text  + GPT-3 LM . Manual Promnt Tuning + Automatic Promnt Tuning_
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Table 3. Detalls of approaches involved as LLM based models
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d Manual Prompting: Graph information, task descriptions

We can use a Depth-First Search (DFS) algorithm to
find the shortest path between two given nodes in an

<in-context exemplar> undirected graph.
In 2n undirected graph, the nodes are 7 ic idea I ta? f nd v,
numbered from C to 4, and the edges are: DF! wplore all of ii ;i il A b1

an edge between node 0 and node 4 with

it A c.s

g ¢ of the o !

T e

0074, andithe- S gEsaTE
o T el e it

2714l ne Pacis trom riodku=to nodk Lare:
0,3,2 with a total weightof 3 + 1 =4,

0,14,2 with a total weight of 3 +4+2 =9, |
0.4,3;2with-a total weight of4 +1 + 1.= 6.
The.weight of path 0,32 is the-smallest, so
the shortest path.from node O:to:node Zis
0,32 with a total weight of 4. [INNEG_

S = e g e e

. total weight of 4.

<reContextexel

> e In arundirected

< rr-coﬂtexx.esxemplaw numibered fron

shartest mlh‘f.mﬂ&&m — I an undiravted gra phgh&mémmmmm an-sdgedbeives

(AL v tResodBeea
: T cile- ..-etw 2r rbﬂ’e H_EG rfL gle ~l5iniwgig i 4, L

A All the paths from node 0 to node 2 are:
0,32 with a total weiglit:of 371 = 4/ I
0,14,2with-atotal weight of 3:+ 4 + 2 =9,

0/4,3,2:with atotal weight of 4 + 1 + 1 = 6.

The weight of path 0,3,2 is the smallest, so the

shortest path from node 0 to node 2 is 0,3,2 with a

(¢) GraphText

G-Syntax Tree

G..S? # Task prompt and demos

- Graph information:
label: G-Prompt
Ist-hop: [A]
Traverse el
feature:

center-node: [0]

Ist-hop: [1, 2]
- znu-nop. 137 p
Question: What’s the

category of the node Grapl
(choose from [A, B])?
Y Toxt Attributes | According to the demos, !C
Ist-hop labels are robust
[ feature x predictions. Therefore
' ’ HEL

the answer is A.

Wang, et al. "Can language models solve graph problems in natural language?." NeurlPS’23
Zhao, et al. "GraphText: Graph reasoning in text space.”" CoRR’23
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1 Automatic Prompting: LLMs => generate the context
» Ask LLM generate graph/neighbor summarization

Instructor:

You are a brilliant graph master that can handle anything
related to graphs like retrieval, detection and classification.

SN —&t(r—Evpe

attr.type=‘sicing

New Contexts:
are about anomaly detection with statsitical

pdges amiBessibseiamtiwitrmslation

Node P357 has 4 neighbors, where each of which

waddls, Tne sdalegrash covfdin iAot ssund 16=

Final Output:

clisterina. cosfficient nf. o node._is the ratin .of the . 1

runher - —clusad

57 haes Ansich :@%:1

rﬁﬁ m%:ﬁwéﬁ“T =

<=
<FGrEpIT

Camtext:—XXXXXX

Qoery.

Guo, et al. "Gptdgraph: Can large language models understand graph structured data? an empirical evaluation and benchmarking.” CoRR’'23
Chen, et al. "Exploring the potential of large language models (lIIms) in learning on graphs.” ACM SIGKDD Explorations Newsletter 2024

_Whast jsemelsstesiremescfiidcn <

neighbars—ans all possilzlE==):

neighbarcTo ﬁ@-mr;ﬁﬁh&d@?@nmgm&ﬂmgm af

PAS =wedinrt trievethot mode P2

15




d LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

] GNN+LLM based Models

» Backbone Architecutures
» Pre-training
» Adaptation

d Summary and outlook
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1 Backbone Architecutures

1 Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

SimTeG [16] GNN-centric MLM, TTCL Parameter-Efficient FT

TAPE [35] GNN-centric LM Tuning-free Prompting + Parameter-Efficient FT
GIANT [11] GNN-centric MLM Vanilla FT

GraD [79] GNN-centric MLM Parameter-Efficient FT

GALM [147] GNN-centric Graph Reconstruction Vanilla FT

GraphFormer [153] Symmetric MLM Vanilla FT

GLEM [174] Symmetric MLM Vanilla FT

ConGrat [4] Symmetric MLM + GTCL Parameter-Efficient FT

G2P2 [136] Symmetric GTCL Prompt Tuning

SAFER [6] Symmetric MLM Parameter-Efficient FT

Text2Mol [18] Symmetric MLM + GTCL Parameter-Efficient FT

MoMu [109] Symmetric MLM + GTCL Parameter-Efficient FT
MoleculeSTM [73] Symmetric MLM + GTCL Parameter-Efficient FT

CLAMP [103] Symmetric MLM + GTCL Parameter-Efficient FT
Graph-Toolformer [165] LLM-centric LM Tuning-free Prompting + Vanilla FT

Table 4. Details of approaches involved as GNN+LLM based models

17




d GNN-centric Methods
» LLMs extract node features from raw data; GNNs make predictions

d Symmetric Methods
> Align the embeddings of GNN and LLM

d LLM-centric Methods
» Utilize GNNs to enhance the performance of LLM

! \

—————

f |
| . [ |
g 1 Predictions Instruction ===l [ M | == Predictions
. ' @e | b |
IO =\ ! | |
® | A | |
N v | XS Q| GNN |
~

—————

(a) GNN-centric methods. (b) Symmetric methods. (c) LLM-centric methods.
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1 The backbone model:
Raw text = LMs = GNN aggregator = decoder

input graph raw text embeddings

L=

E—
LM
[N —
E T — ra
5 o2 - g—@:

GNN
L V= decoder | “— | aggregator ]

Xie, et al. "Graph-aware language model pre-training on a large graph corpus can help multiple graph applications.”" KDD’23.
19




] The backbone model:

Text-attributed graph
Task description

i
\
\
Y
A

More data and tasks.

Cross-domain Graph Data Task Description ~ LLM-based Feature/Task
Embedding

A
.es

LLMs = Prompted graph > GNN - Downstream tasks

<

. Is the paper
I_ét:rature about Bio? Node
ategory
Description e \ Is the paper e D Classification
3 Molecule
Molecule S 5 1
Property |~ LLM —< > mmgle | G?aph '
Description GNN Classification
1
A Y
!’;
I
[
/
,f

SN

Feature Graph Task-dependent

¥
i
1
\
)
]
1
\
A
A
b

he ™

Prompt Graph

|
GNN-based Graph

Downstream Task
Embedding

Prediction
Liu, et al. "One for all: Towards training one graph model for all classification tasks." ICLR’24
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] The backbone model:

Prediction &

Textual attributes 2> LLM - : - Fine-tune LM - Node features 2> GNN
Explanation

Step 1. Node Feature Extraction Step 2: Downstream Tasks
Prediction: ¢s.CV, ¢s.IR, ¢s.CL, ¢s.LG, cs. Al on TAGs

Explanation: The paper is about a new dataset for scene text
) o] . detection and recognition, which is a topic related to computer vision
the common text orientations in real world environment...

Title: Total Text A Comprehensive Datasct For Scene Text (cs.CV). The paper also mentions the use of deep learning techniques
Qﬁmr' inn And.Recnanition such as DeconvNet, which falls under the sub-category of artificial

Abstract: Text in curve orientation, despite being one of

Deberta
(129M)

o “Trainable

intelligence (cs.Al). The dataset is annctated and involves text !
tion: Which arXiv CS sub-cat does thi 1
":*.?d“w:: a!r! 1}v ze(su Ecsa egory oes 1S p aper recogmtlon, which could also fall under the sub-categones of : .:bQ;JI/:;
comma-separatcid st roered trom most 1o éa.st Likeld; : S : ,
the form "ce. XX", and provide your reasoning, '
Amswer: ! Graph Structure
\_ '
1
1
1
1 . |
'
1
1
V| Title:
: Abstrac
1
|

1
fine-tuning f Shallow Embeddinﬁ Techniques ] - Roab /
e.g., skip-gram / bags of words ]
£ T
1
. OGB) LM-Based Pipeline (e.g., GIANT) : : LLM-Based Pipeline (Ours) Shallow Embedding Pipeline (e.g.

He, et al. "Harnessing explanations: LLM-to-LM interpreter for enhanced text-attributed graph representation learning.” ICLR’24
24




 The backbone model:
» Dual encoders: Graph & Text encoder
» Contrastive Learning

Papers grounded on a citation network

Language
models are ...

—_

/®\ Visual QA ...

Graph encoder

i g "
T —7 7 — ===

o

The BERT model ...

The translation ... 6

Texts of the papers

text data

P?;r €h<i Contrastive
grap bridge learning
N7\

Text encoder

355

_’ Text encoder
The BERT model ... @ (Transformer)

Text-node interaction £

Zy Z:4 | 24t Z;tg
Graph encoder Z2 Zyty | Zotp Zyts
@®; (GNN) _
Zg Zgty | Z6t> Zgts
t, | t, | .| te
Text-summary interaction L,
y
tis; | t4s ts
neighboring 0 Ty 102 126
text emb. Target t;8, | t;S; t;8¢
—» text emb.
teS1 | teS2 t6Se
4
Node- summary interaction L3
summary
Ll 1| text ergb _

fo rmj ‘

Z58{" Z38; 4
target | | |
node emb. o)

Z |~ 2581 | 2553 Z

Su, et al. "A molecular multimodal foundation model associating molecule graphs with natural language." CoRR’22.

Wen, et al. "Augmenting low-resource text classification with graph-grounded pre-training and prompting." SIGIR’23.
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J

he backbone model:
Graph - GNN - Projection > LLM

Graph Tokens Language Tokens

[Graph]

Text-Grounded
Structural Encoder

[Instruc1

$4.
E=E -
e

t]

7h[:mu “SraphsTrerT
Multiple Domains

Publed
;\v PR— Lzrge Language \r ¢
Models (LLIVIs)

7 -
! Text

7]
@ 7 Attributs
- o Cardiovasc%

5o complications are
Yicuna the primary...

arX

=Y Llama

Zhang, et al.

Frozen LLM

Loss

Zy

. Frozen Graph Model [

. Frozen

¢} Translator

;s

f

_ Proiection  [EFREN

)

raphTranslator

Language Response r _Q ﬁ '—‘
;

The user...
Neighbor 1I...
The commonalities...

Summary the interests of user

smeighbsrs

uery Tokens Q

Descrlptlonff okens
ts.: The user...

ty r,{“").- Neighbor 1.
ts: The commo?llities

Producer LLM

Q: Summary node information
ﬁ T~ A: The ;user’s;'merem
. Summary neighbor information oo,
éf Q yIeE W I Neighbor 1's interests ...
= e Q: Si y their ¢ liti ~ \a &9
; At The commonalities ... @
’(‘, Trainable Q Token

aphGPT: Graph instruction tuning for large language models.” SIGIR’24

"GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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] Backbone Architecutures

d Pre-training
1 Adaptation

Model Backbone Architecture Pre-training Adaptation

SimTeG [16] GNN-centric MLM, TTCL Parameter-Efficient FT

TAPE [35] GNN-centric LM Tuning-free Prompting + Parameter-Efficient FT
GIANT [11] GNN-centric MLM Vanilla FT

GraD [79] GNN-centric MLM Parameter-Efficient FT

GALM [147] GNN-centric Graph Reconstruction Vanilla FT

GraphFormer [153] Symmetric MLM Vanilla FT

GLEM [174] Symmetric MLM Vanilla FT

ConGrat [4] Symmetric MLM + GTCL Parameter-Efficient FT

G2P2 [136] Symmetric GTCL Prompt Tuning

SAFER [6] Symmetric MLM Parameter-Efficient FT

Text2Mol [18] Symmetric MLM + GTCL Parameter-Efficient FT

MoMu [109] Symmetric MLM + GTCL Parameter-Efficient FT
MoleculeSTM [73] Symmetric MLM + GTCL Parameter-Efficient FT

CLAMP [103] Symmetric MLM + GTCL Parameter-Efficient FT
Graph-Toolformer [165] LLM-centric LM Tuning-free Prompting + Vanilla FT

Table 4. Details of approaches involved as GNN+LLM based models
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J GNN or LLM-based

» Masked Language Modeling
» Language Modeling
» Text-Text Contrastive Learning

» Graph reconstruction

 Alignment-based

» Graph-Text Contrastive Learning

25




d GalLM (Graph-aware Language Model pre-training):
» Fine-tuning existing general LMs by graph-aware supervision
» Warming up the GNN aggregator by fixing the pre-trained LMs
» Co-training GNN+LMs

! P U S :_:..-_.ﬁﬁ",i,ég,”i e ~ranb Avsimen ~ime e el g
(2) warming-up GNN

K

m backpropagate gradients to f(Ogyy)
LMs of GNN ] - m N

GALM aggregator

453

— JACHYY r

(3) co-training LMs with GNN aggregator

|
'xfﬂ

pt <

backpropagate gradients to f (0, Ogxy)

Xie, et al. "Graph-aware language model pre-training on a large graph corpus can help multiple graph applications.”" KDD’23.
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dGraph-Text Contrastive Learning (GTCL)
» Map the graph and text representations extracted to a joint space

using two projectors (p. and p,) via contrastive learning

encode fg

(a) Contrastive Pretraining
project p.
«— [N

o]
Py encode f; project p,
— BN — [N A A
A Y Ve
A Y Ve
N/
N\

ubiy

c
2
g < VAERRN
o /7 N Penicillin G
Aspirin is a Contrast cillin
project py q V project p, encode f; | Sodiumis the
| 44— 4———————— | sodium salt form
- - of benzylpenicil-
lin.
o /

commonly used

encode f;

, d_r.ug_for_.t_he
treatment:ef pain

Joint Latent Representation

Latent Representation of

Latent Representation of
Generative Model

Latent Representation of
Chemical Structure

Liu, et al. "Multi-modal molecule structure—text model for text-based retrieval and editing." Nature Machine Intelligence 2023

Textual Description




d Dual encoders

Papers grounded on a citation network Text-node interaction £

1 1 Language /@)\ Visual QA ... ] Zy Zity [ 29t | . | 248

 Three kinds of alignments [, | @ | [t [ Tt

D (GNN) _
> - - (1)target node % Zota| Zefa] - | ks
TeXt NOC €. Ll The BERT model ... bl | -]%
o 1t 3
> TeXt Summary_TeXt. L2 The translation .. \@ Text-summary interaction £,
" - 4

t151 t152 e t156

neighboring 7
Texts of the papers text emb. target |, 08| S| .. | 386 .
maBLY) text emb.

» Text summary-Node: L3 umd» = oo toma] - o

71 Node- summary interaction L5

| L1l textemb.
= I, mrmju
= Text-summary: text of neighbors o et
1 8¢ B Z, | Z581 | ZgSo Z;
S;: = =5 V.- 1
= T%;w_&f =

Wen, et al. "Augmenting low-resource text classification with graph-grounded pre-training and prompting." SIGIR’23.
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] Backbone Architecutures

1 Pre-training
 Adaptation

Model Backbone Architecture Pre-training Adaptation

SimTeG [16] GNN-centric MLM, TTCL Parameter-Efficient FT

TAPE [35] GNN-centric LM Tuning-free Prompting + Parameter-Efficient FT
GIANT [11] GNN-centric MLM Vanilla FT

GraD [79] GNN-centric MLM Parameter-Efficient FT

GALM [147] GNN-centric Graph Reconstruction Vanilla FT

GraphFormer [153] Symmetric MLM Vanilla FT

GLEM [174] Symmetric MLM Vanilla FT

ConGrat [4] Symmetric MLM + GTCL Parameter-Efficient FT

G2P2 [136] Symmetric GTCL Prompt Tuning

SAFER [6] Symmetric MLM Parameter-Efficient FT

Text2Mol [18] Symmetric MLM + GTCL Parameter-Efficient FT

MoMu [109] Symmetric MLM + GTCL Parameter-Efficient FT
MoleculeSTM [73] Symmetric MLM + GTCL Parameter-Efficient FT

CLAMP [103] Symmetric MLM + GTCL Parameter-Efficient FT
Graph-Toolformer [165] LLM-centric LM Tuning-free Prompting + Vanilla FT

Table 4. Details of approaches involved as GNN+LLM based models
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 Fine-tuning
» Vanilla tuning: tune all the parameters

= computationally intensive, resource-demanding

» Parameter-efficient fine-tuning (PEFT): tune a subset of parameters

= more efficient, resource-friendly

d Prompt-Tuning: design and tune external prompts
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 Frozen:
» Graph Model
» Large Language Model

L Tunable:

» Producer Module
= Construct alignment data
» Translator Module

= Convert node representations into
tokens for LLM prediction

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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] Producer:

»“Chain of Thought” (CoT) ->LLM->high-quality description
= node information " Producer

. - - Dl N o
= neighbor information =~~~ "~

= commonalities | \/

~ = A: Neighbor 1s interests .. =
: 3 _

LILM

e — 2 LD Y-RUBE ST CIrEGii VT -~

d Prompt template:

Dataset | Step | Prompt

User Behavior Description: <User Behavior Description>. Please summarize the characteristics of this user
Taobao | User behavior summary according to the product behavior information. The answer format is: What kind of characteristics does the
user have in terms of interests, hobbies, personality traits, and life needs

Neighbor Behavior Description: <Neighbor Behavior Description=. Please summarize most of the similarities
Neighbor behavior summary | that this user’s friends have based on the product behavior information. The answer format is: What do several
friends of this user have in common in interests, hobbies, personality traits, and life needs?

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
32




1 Training: Only fine-tune Translator and Projection

Language Response ' ’—l i Stage 1 Training Phase > St 3 ge 1 . AI |g N g ra p h -text

ﬁi‘ozen LLM (é? - | ?Stage 1 Loss
e user.. i )
aee.n pen o Neighbor L. & Translator <+ {(z,,t,)}
"""""""""" Siummary e nterests of user | e commoraiies..
and user s neighbors... Instruction !
‘ . + Stage 2 Training Phase
& Translator f : . :
Suge2Lows * » Stage2: Align graph-LLM
! Stage 2 Loss
. LM
.................................................. | ; t
NS T | S v i ) | ‘) Translator < {(z,, t)}

Producer LLM ! Responses

- Frozen Graph Model [
q Q: Summary node information @) | ?
structions \— | LLM < Ins
Q: Summary neighbor information —_, (g09) :
O %_ Q: Summary their commonalities . i ,AT
- AT conn & B % Translator < z,

“i- Frozen G Trainable Q Token

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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[ Training: Stage 1 > Contrastive Objective
| i _,? * Node « Text
B = High-level alignment

PO Y » Matching Objective
dorr g * Node < Text
= Fine-grained alignment

'(‘! Translator

H, = {hy Y-y Generfte t,  » Generation Objective
LT T 0.1 Node = Node - Text

- 1. _
. Representation f = Replace the [CLS] token with a
v = trilii=) ncoder new [DEC] token as the first text
Ll T .l Text [DTEC] [ ]

[CLS] Representation token to Signal the decoding task

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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 Training: Stage 2

» Projection:

Langusge Response | 0 (@) = Alinear layer: project H, to token
LA & | representation space of LLM
000.0 880 .. O e,
andser s neighboree. - Instruction ‘ » Concatenate:
& Translator "Qsiage 1 Los Wsiage 2 Low = Connect the projected

representation with the human

b s p— Instruction and feed into LLM

S i aa—— » Fine-tune Translator
Zy Ly t?\}(”).' el mor s -
g - Thecommogaie . = Alignn the response text of LLM

with the actual descriptive text

Zhang, et al. "GraphTranslator: Aligning Graph Model to Large Language Model for Open-ended Tasks." WWW’24
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Language Tokens

Graph Tokens

[Instruct

1 Graph: Text-Grounded Structural Encoder -
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Tang, et al. "GraphGPT: Graph instruction tuning for large language models.” SIGIR'24
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j Learnable prOmptS [hll hM, hCLASS]
1 Tuning prompts with limited labeled data for efficient adaptation

Papers grounded on a citation network Text-node interaction £, ! Label texts of N classes Trainable prompt emb.
—_ [}
Language Visual QA ... Z Tt | 71tz | - | Zite i ¥, =NLP [hy, By by, | -
models are ... Zy oty | Zota| . | Zotg I - Pre-trained
Graph encoder ' ¥, = Recommendation [hp gy, hyz] transformer 9?
@4 (GNN) - \ - . .
| : : in(a)
Zg zety | Zgty| .. | Zet ! = Computer vision hy,---,hy h
(1)target node e £8 ! IN P | [bs uohy, ]
The BERT model ... [t ] ] ] t] |
I | Lwo [wa | o [w]
T I
9‘._ - - ' Graph contexts of target Classification weights
Text-summary interaction £, H T h, [T ]
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Wen, et al. "Augmenting low-resource text classification with graph-grounded pre-training and prompting." SIGIR’23.
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. Few-shot Scenario

|

|

|

!

; ﬁ Query NOI
! Graph
- dJd Y

i

!

00 00

(© Node of Interest
(NOI)

> Node-level: node I -

» Link-level: node pair o
(O Class Node |t
(a) Node-level task  (b) Link-level task (c) Graph-level task [‘gﬁ] [cgﬁ] Eﬁ] [‘ﬁi

» Graph-level: subgraph
ANOI Prompt Node o e P PRI skt | ol

2 of the NOI prompt node: Promnt node. <task descrintion™>.

D N O I (N Od e Of I nte r e St) Supervised & Zero-shot Scenarios

4 Clss Node

[ Text feature of class node: Prompt node. <class description>.

Example: Prompt node. Molecule property. The molecule is effective in: ...
Jememnlge Promataads. [iterature Catenorss.ge AL Actificial Intellisarce). Covareall arear.af 1

Liu, et al. "One for all: Towards training one graph model for all classification tasks." ICLR’24.
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d LLM based Models
» Backbone Architecutures
» Pre-training
» Adaptation

(J GNIN+LLM based Models

» Backbone Architecutures
» Pre-training
» Adaptation

d Summary and outlook
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d Summary

» Leveraging LLMs facilitates a unified approach to various graph

tasks by describing them in natural language.

» Merging graph data, text, and other modalities into LLMs creates a

promising path for graph foundation models.

» Combining GNNs and LLMs leads to improved performance In

graph-related tasks.
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1 Outlook
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