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ABSTRACT
Recently, network embedding has been successfully used in rec-
ommendation systems. Researchers have made efforts to utilize
additional auxiliary information (e.g., social relations of users) to
improve performance. However, such auxiliary information lacks
compatibility for all recommendation scenarios, thus it is difficult
to apply in some industrial scenarios where generality is required.
Moreover, the heterogeneous nature between users and items ag-
gravates the difficulty in network information fusion. Many works
tried to transform user-item heterogeneous network to two ho-
mogeneous graphs (i.e., user-user and item-item), and then fuse
information separately. This may limit the representation power of
learned embedding due to ignoring the adjacent relationship in the
original graph. In addition, the sparsity of user-item interactions is
an urgent problem need to be solved.

To solve the above problems, we propose a universal and effec-
tive framework named Gemini, which only relies on the common
interaction logs, avoiding the dependence on auxiliary information
and ensuring a better generality. For the purpose of keeping origi-
nal adjacent relationship, Gemini transforms the original user-item
heterogeneous graph into two semi homogeneous graphs from the
perspective of users and items respectively. The transformed graphs
consist of two types of nodes: network nodes coming from homo-
geneous nodes and attribute nodes coming from heterogeneous
node. Then, the node representation is learned in a homogeneous
way, with considering edge embedding at the same time. Simulta-
neously, the interaction sparsity problem is solved to some extent
as the transformed graphs contain the original second-order neigh-
bors. For training efficiently, we also propose an iterative training
algorithm to reduce computational complexity. Experimental re-
sults on the five datasets and online A/B tests in recommendations
of DiDiChuXing show that Gemini outperforms state-of-the-art
algorithms.
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1 INTRODUCTION
With the rapid development of the Mobile Internet, recommen-
dation system has become an effective way to help user to get
personal interest (e.g., news, videos, products) from massive in-
formation resources, and also the key solution to help industry to
achieve greater business growth (e.g., e-commerce order, advertis-
ing revenue). As one of the most popular online serving platforms
of immediate ride-hailing in the world, DiDiChuxing serves hun-
dreds of millions of active passengers and millions of active drivers.
For different requirements of daily operation, DiDiChuxing builds a
dozen different types of recommendation scenarios, such as coupon
recommendation for passenger growth, product recommendation
for driver incentives and advertising recommendation for order
growth. In different recommendation scenarios, the recommended
items are completely different and the information available is very
different. So how to build a unified recommendation system to
address the recommendation requirements of all these scenarios
is a huge challenge, especially when facing the sparsity problem
of user-item interactions. With the development of deep learning,
many neural models[4, 11] have been proposed to directly learn low
dimensional representations of features (e.g. age, gender, category)
through huge amounts of click-through log data. These represen-
tations can capture memorization and generalization of features
and can be used to match user′s interest. However, these repre-
sentations do not directly capture the global topology relations
between users and users and between items and items (e.g., neigh-
bor relations). In recent years, network embedding has attracted
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Figure 1: Examples of transformation from user-item bipartite graph to Gemini-U and Gemini-I

extensive attentions from researchers and has been successfully
applied in recommendation system. Network embedding can fuse
information based on network topology and capture the relations
between nodes (e.g., first-order or second-order neighbors) by dis-
tributing a low dimensional representation for each node. As the
vectors learned in the same space, they can be used to measure
the similarity of the entities, which is crucial in recommendation
systems.

Several works[18, 34] have demonstrated that introducing ad-
ditional auxiliary information (e.g., comment text, query words)
can further improve effectiveness. However, these information is a
double-edged sword, improving performance while reducing the
model′s versatility. As mentioned above, the various type of users
(e.g., passenger, driver) and items (e.g., discount coupons, marketing
ads) make it difficult to implement such algorithms in a unified
recommendation system. Therefore, we urgently need a much more
universal network embedding that can be applied to all scenarios.
In a recommendation scenario, the most common information is
user-item interaction logs, which can be used to build a typical
user-item bipartite network. So in this paper, we try to propose a
more effective and universal network embedding based on the most
common user-item interactions without relying on any auxiliary
information.

There are two major challenges need to be solved. One is how
to deal with heterogeneous user and item nodes in network. Algo-
rithms [12, 21] that deal with homogeneous graph may not work
well. Research[28] converts user-item network to an item-item ho-
mogeneous network first, and then adopts random walk to capture
the co-occurrences between items. Its downside is that it cannot
preserve the topology relations between users. There are also a
few researches based on heterogeneous networks. To list a few,
researches[6, 7, 15] rely on meta-path (e.g., user-user-item-item)
that requires expert domain knowledge. Research[34] utilizes addi-
tional auxiliary information to transform the user-item heteroge-
neous network to two separate homogeneous networks (i.e., user-
user and item-item). Its downside is that it may limit the represen-
tation power of learned embedding due to missing the user-item
neighbor relations in original network topology. Its network infor-
mation fusions are done separately in the two transformed graphs,
so the fusion processes of users and items do not directly affect
each other. However, we found that combining the two network

fusion processes can further improve performance. BiNE[8] trans-
forms user-item heterogeneous network to user-user and item-item
homogeneous networks without relying on auxiliary information.
It preserves the first-order neighborhood relations between users
and items, but still separately does the two network information
fusions. Another challenge is how to solve the sparsity of user-item
interactions. In a real recommendation scenario of industry, a user
usually interacts with only a small number of items while an item
can only be exposed to a small number of users, which results in
a very sparse user-item network and limits the effectiveness of
embedding representation.

To solve the above problems, we propose aGraphConvolution[17]
based heterogeneous graph information fusing framework named
Gemini. Firstly, in order to be applied in various types of recom-
mended scenarios in DiDiChuxing, Gemini only utilizes the most
common user-item click logs. Secondly, instead of working directly
on the user-item heterogeneous network, Gemini transforms it
into two semi homogeneous graphs (i.e., Gemini-U and Gemini-I
in Figure 1) from the perspective of users and items respectively.
Gemini-U and Gemini-I have similar structures that consist of net-
work nodes and attribute nodes, just as twins, which is the origin
of its name. From the perspective of users, if two users both click
the same some items, then they have some common interests, thus
adding an edge in Gemini-U. These items are the attribute nodes of
the edge, referred to as Att-U for simplicity. In addition to providing
item embeddings to represent the common interests of the user
pair, Att-U can also characterizes the importance of the edge in two
ways. One way is the quantity of items, the more items there are,
the more important the edge is. The other way is the importance
of the individual item, and the more important the item is, the
more important the edge is. Some previous[34] works transform
heterogeneous user-item graph to user-user homogeneous graph,
but losing the original topology relations between user and item.
By contrast, the transformation from user-item graph to Gemini-U
does not lose any original topology information, because all user
nodes, item nodes and the relations between them can still be found
in Gemini-U, but just from a different perspective. The advantage of
this transformation is homogeneous Graph Convolution Network
(GCN) based algorithm can be applied on Gemini-U, just addition-
ally taking into account the item embeddings in Att-U. We extend
GCN based algorithm with a novel aggregate stage, in which we
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compute attention weights of local neighborhoods of nodes by tak-
ing into the quantity and quality of the items in Att-U account,
and then apply a weighted sum pooling. The detailed algorithm is
shown in Section 4. Similarly, from the perspective of items, we can
get Gemini-I and Att-I (i.e., user nodes of edge), and apply same
GCN algorithm. Thirdly, in training process, we share the embed-
dings of users and items between Gemini-U and Gemini-I, then we
can correlate the two network information fusing processes very
closely through the edge attributes Att-U and Att-I. This brings two
benefits: one is that the representations of the two types of nodes
are distinct but still in the same low dimensional space; the other
is that as network information fusing goes on, item embedding
combines the information of its multi-order neighbors, then the
neighbor relation information between items can be introduced
into user′s information fusing on Gemini-U. Similarly, such infor-
mation of users is also introduced into Gemini-I. In order to reduce
the time complexity of the joint training of the two graphs, we
also propose a Gemini-Collaboration algorithm to alternately train
them.

The main contributions of this work are summarized in the
following:

1)We propose a new heterogeneous graph fusing framework,
Gemini, which does not rely on any auxiliary information, and
handles heterogeneous graph more effectively through a novel and
effective network transformation. Thus, Gemini can be applied
to all kinds of recommended scenario and achieve satisfactory
results. To our best knowledge, this is the first work to transform
heterogeneous graph to two semi homogeneous graphs that does
not miss any key topology information.

2)We propose a GCN based algorithmwhich effectively processes
graph edge consisting of heterogeneous nodes by capturing the
global importance and local importance of these nodes. Simulta-
neously, through an attention function, the algorithm focuses on
more important homogeneous neighbors in aggregation stage. In
addition, adding edge information while aggregating information
from neighbor nodes can exchange heterogeneous topology infor-
mation between Gemini-U and Gemini-I. Thus, the information
fusion processes on the two graphs are interdependent. To our best
knowledge, this is also the first work to take into account the above
optimizations.

3)To some extent, Gemini solves the sparsity problem of user-
item interactions. Because, in addition to the first-order neighbor
relations of user-item, the second-order neighbor relations of user-
user and item-item are introduced to Gemini-U and Gemini-I.

4)We design a training algorithm, Gemini-Collaboration, that
enables the Gemini framework to run on a large-scale dataset.

5)We conduct extensive offline experiments and deploy an online
A/B tests at DiDiChuxing. Experimental results show the superior-
ity of our Gemini over state-of-the-art algorithms.

2 RELATEDWORK
Recently, network embedding[32] has attracted extensive attention.
It aims to learn latent low dimensional representations of network
nodes based on topology structure. According to the types of nodes
in the network, there are two types of network: homogeneous and
heterogeneous. For homogeneous network,matrix decomposition

based works[1, 3, 33] try to decompose the representations of the
nodes from the adjacency matrix of network; random walk based
works[10, 21, 24] convert network into articles with nodes as words,
and then use SkipGram[20] to get the representations of nodes;
SNDE[26] and GraphGAN[27] use deep neural networks to learn
network embedding. In addition to the mentioned heterogeneous
network algorithms in Introduction section, HEER[23] adds edge
representation to bridge the semantic gap between heterogeneous
nodes; JUST[16] embeds heterogeneous graphs using randomwalks
with jumps and stops without involving meta-paths.

Nowadays, more attention is focused on GCNs[2, 12, 17, 31].
Graphsage[12] is a typical GCN model that instead of training indi-
vidual embeddings for each node, it learns a function that generates
embeddings by sampling and aggregating local neighbors. GAT[25]
believes that different neighbor nodes have different importance,
so it adopts attention mechanism to learn the weight of different
neighbor nodes.

In a recommendation system, network can be constructed ac-
cording to user-item interactions. So many works[18, 19, 22, 29, 30,
34, 35] try to introduce network embedding into recommendation
system to retrieve the closest items in the embedding space. To list
a few, GeoSAGE[30] extends Line[24] to multiple bipartite graphs
to obtain the embedding of poi. PGE[19] captures the sequential
impact of items by converting historical purchase records into item
network, and then adopts the SkipGram to obtain item embedding.
The HERec[22] proposes meta-path based random walk strategy
to generate meaningful node sequences for network embedding.
DiffNet[29] is a typical GCN based algorithm that uses a layer-wise
influence propagation structure to model how user embeddings
evolve as the social diffusion process continues.

3 PROBLEM DEFINITION
In this section, we introduce some related concepts and notions,
and then define the problem.

Definition1. (Interaction Record). An interaction record indicates
a single interaction between an certain user and an item, denoted
by < 𝑢, 𝑣 >, where 𝑢 denotes the user and 𝑣 denotes the item.

Definition2. (Bipartite Graph). A bipartite graph 𝐺 = (𝑈 ,𝑉 , 𝐸),
where 𝑈 is the set of users, 𝑉 is the set of items and 𝐸 ⊆ 𝑈 ∗𝑉 is
the set of edges between 𝑈 and 𝑉 which is based on interaction
records. Note that a bipartite graph is composed of two types of
nodes: users and items, so it is a heterogeneous graph.

Definition3. (Semi homogeneous Graph). A semi homogeneous
graph 𝐺 = (𝑋, 𝐸,𝐴𝑡𝑡), where 𝑋 is the set of node and 𝐸 ⊆ 𝑋 ∗ 𝑋
is the set of edges. 𝐴𝑡𝑡 represents the set of attributes nodes on 𝐸,
and the type of attribute nodes is different from 𝑋 . We use 𝐴𝑡𝑡𝑟𝑖, 𝑗
to represent the set of attribute nodes on the edges of node 𝑥𝑖 and
node 𝑥 𝑗 . If we only consider the topology of 𝐺 , then 𝐺 is a homo-
geneous Graph. If we also consider edge attributes, then G is not a
homogeneous Graph. In this case, we call G semi homogeneous.

Definition4. (User-Item Recommendation). Given a user𝑢, the task
of user-item recommendation is to recommend a list of items that
u would be interested based on the interaction records. A bipartite
graph 𝐺 = (𝑈 ,𝑉 , 𝐸) can be built based on interaction records so
that we can transform the user-item recommendation problem into
a link prediction problem on graph.
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4 RESEARCH METHODS
In this section, we detail the proposed framework Gemini, which
has four key characteristics: 1) Network Transformation, which
transforms user-item heterogeneous graph into two semi homoge-
neous graphs, Gemini-U and Gemini-I. 2) Edge embedding, which
is represented with attribute information. 3) Information Convolu-
tion, by which we could learning the user and item representation
from the graph efficiently. 4) Gemini-Collaboration, an interac-
tive(alternate) training procedure, which speeds up the training
without hurting performance.

4.1 Network Transformation
As shown in Figure 1, the most common network in recommenda-
tion system is the bipartite graph that describes the interactions
(e.g., click) between users and items. To utilize the bipartite, most
works try to transform such a bipartite to user-user graph or/and
item-item graph, with some assumed auxiliary information, such as
social relations between users. However, the major downside is the
reliance on specific auxiliary information may limit the scope of its
application and the original user-item topology relationships. Ap-
proaches directly model the heterogeneous graph usually encounter
sparsity problem as the user-item interaction is sparse. Compared
with 1-hop neighbors, nodes have more 2-hop neighbors, which can
be used to alleviate the problem of graph sparsity. And compared
to the different types of 1-hop neighbors, the 2-hop neighbors have
the same node type. So the biggest challenge is to learn network
embedding by using second-order neighbor relationships, while
taking first-order neighbor relationship into account and not rely-
ing on any additional auxiliary information. To conquer this, we
transforms user-item heterogeneous graph into two semi homo-
geneous graphs, Gemini-U and Gemini-I, from the perspective of
users and items respectively.

Specifically, if two users both link to the same items, then they
have some common interested items, thus adding an edge between
them in Gemini-U. These items are the attributes of the new edge,
referred to as Att-U as mentioned above. Similarly, if two items both
link to the same some users, then they share the same target user
group, thus adding an edge between them in Gemini-I. These users
are the attributes of the new edge, referred to as Att-I. Att-U and
Att-I describe the reason why the edge is built and then the original
user-item neighbor relationships are all kept in edges. Then, the
nodes in Gemini-U/Gemini-I are all same type and the 1-hop neigh-
bors describe the original seconded-order neighbor relationships.
Finally, we can easily extend a GCN based algorithm to learn node
representations, not relying on any additional auxiliary information
and not missing any topology relationship.

4.2 Edge Embedding
In Gemini framework, edge information is crucial. First of all, the
edge attributes (i.e., nodes in Att-U and Att-I) describe the original
first-order neighbor relationship and can be used to measure the
strength of neighbor relationships of nodes in Gemini-U or Gemini-
I. Second, through sharing node embeddings, the edge attributes
can provide information of heterogeneous nodes in another graph.
This brings two advantages: one is that the topology information of
Gemini-U/Gemini-I, especially the high order neighbor relationship,

is exchanged to each other; the other is that the separate graphs,
Gemini-U and Gemini-I, are closely related to each other and their
network information fusion affects each other.

Sum Pooling. An intuitive idea is that the more attribute nodes
on edge, the more information the edge contains. Based on this,
instead of mean pooling, we use a sum pooling to aggregate edge
information as follows:

he =
∑

f ∈Att−Ui,j or Att−Ii,j
hf (1)

Where 𝑒 = 𝐴𝑡𝑡 − 𝑈𝑖, 𝑗 𝑜𝑟 𝐴𝑡𝑡 − 𝐼𝑖, 𝑗 is an edge between node 𝑖
and node 𝑗 , 𝑓 is an attribute nodes of the 𝑒 , ℎ𝑒 and ℎ𝑓 are the
embedding vectors. The downside of this approach is that it ignores
the importance of the different attribute node. Usually, different
node plays different roles, especially in different edges.

Local & Global Information.Different attribute nodes usually
appear different times on the edge due to that, for example, an
item may be clicked by two user neighbors many time. The more
times a node appears on the edge, the more important it becomes.
So the number of times a node appears on an edge describes the
importance of the node to the edge, which we call Local Information
because that this is from the perspective of a single edge. Conversely,
the more edges a node appears on, the less important it is. We call
the IDF of node Global Information because that this is from the
perspective of all edges.

TF-IDF Pooling. To consider the quantity and quality of the
attributes on edge simultaneously, we combine Sum Pooling (i.e.,
quantity) and TF-IDF (i.e., quality) to propose TF-IDF Pooling as
follows:

he =
∑

f ∈Att−Ui,j or Att−Ii,j
hf ⊙ htf−idff (2)

where ⊙ denotes the element-wise product of two vectors. We
divided the TF-IDF values of all nodes from low to high into K
slots. For each slot, we learn a parameter vector (i.e., ℎ𝑡 𝑓 −𝑖𝑑 𝑓𝑓 ) to
represent its weight vector.

4.3 Information Convolution
For a central node, the core idea of GCNs is to iteratively use the
embeddings of its neighbor nodes to update its own embedding.
Here, we extend the typical GCNs for working on Gemini-U and
Gemini-I. The key issue is to effectively handle edge embedding
when aggregating information from neighbors.

Attention based Aggregating. Our aggregator function is an
attention-layer that combines edge embeddings and node embed-
dings, which can be formulated as follows:

hk−1Nk (u) = AGG(hk−1u , hk−1d , hk−1e ,∀d ∈ Nk (u)) (3)

Where 𝑁𝑘 (𝑢) is a fixed-size set of neighbors of𝑢, sampling from the
set {(𝑢,𝑑) ∈ 𝐸}. ℎ𝑘−1𝑢 , ℎ𝑘−1

𝑑
∈ R𝑑𝑘−1 is the embedding of node𝑢 and

𝑑 after the (k-1)-th convolution-layer. ℎ𝑘−1𝑒 donates the embedding
of the edge between node 𝑢 and node 𝑑 after (k-1)-th convolution-
layer.

When we calculate the attention weights, we need not only
information about the neighbor nodes, but also about the edges, so
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Figure 2: Example of calculation process of Gemini

we need to get the edge vectors first:

hk−1e =
∑

f ∈Att−Ui,jorAtt−Ii,j
hk−1f ⊙ htf−idff (4)

Where ℎ𝑘−1
𝑓

denotes the embedding of attribute node 𝑓 after the(k-
1)-th convolution-layer. The attention aggregator can be calculated
as follow:

hk−1ed = CONCAT(hk−1e , hk−1d ) (5)

qd = VTTanh(Whk−1u + Uhk−1ed ) ∀d ∈ Nk (u) (6)

qd =
eqd∑

a∈Nk (u) e
qa (7)

AGG(hk−1u , hk−1d , hk−1e ) =
∑

a∈Nk (u)
(qa ∗ hk−1ed ) (8)

Where 𝑊 ∈ R𝑑𝑘−1∗𝑑𝑘−1 , 𝑈 ∈ R𝑑𝑘−1∗2𝑑𝑘−1 and 𝑉 ∈ R𝑑𝑘−1∗1 are
parameter matrices.

Edge CONV. After the aggregation, We pass the neighbor infor-
mation to self node by the following convolution function:

hku = 𝜎 (WkCONCAT(hk−1u , hk−1Nk (u) )) (9)

Where ℎ𝑘𝑢 is the embedding of node 𝑢 after the(k)-th convolution-
layer. This function can be expressed as 𝐶𝑂𝑁𝑉 .

4.4 Gemini Framework
We now summarize our proposed Gemini framework, as illustrated
in Algorithm 1. Line 2-12 is the sampling stage of Gemini. Each set
𝑈 𝑘 contains the nodes that are needed to compute the representa-
tions of nodes 𝑢 ∈ 𝑈 𝑘+1, the same for each set 𝑉𝑘 . Lines 15-20 and
21-27 correspond to the aggregation stage of the user nodes and the
item nodes, respectively. Given a user 𝑢 and an item 𝑣 , we can get
their final representation ℎ𝑘𝑢 and ℎ𝑘𝑣 by their respective aggregation
and convolution functions. We use two full connection-layers to
predict whether the user is interacted (eg.click) in item, and the
calculation process is shown in equation 10.

p = CLASSIFIER(CONCAT(hku, hkv)) (10)

𝑝 is the probability of the user interactingwith the item. In our work,
we take the cross entropy as the loss function, and the negative
sample is the item exposed by the user but not clicked.

Algorithm 1: Gemini
Input: graphs Gemini-U and Gemini-I; number of-layers 𝐾 ;

non-linearity 𝜎 ; dataset: (𝑢𝑖 , 𝑣𝑖 ), ∀𝑖 ∈ {1, ...𝑛}
Output: Hidden states of the 𝐾-th layer, include the hidden

states of users: 𝑧𝑢 ,∀𝑢 ∈ 𝑈 and the hidden states of
items: 𝑧𝑣,∀𝑣 ∈ 𝑉

1 Initialize all parameters: user and item embedding matrix
𝐻0
𝑈
and 𝐻0

𝑉
; differentiable aggregator functions: 𝐴𝐺𝐺𝑢𝑘 ,

𝐴𝐺𝐺𝑣𝑘 , ∀𝑘 ∈ {1, ...𝐾}; differentiable convolution functions:
𝐶𝑂𝑁𝑉𝑢𝑘 , 𝐶𝑂𝑁𝑉𝑣𝑘 , ∀𝑘 ∈ {1, ...𝐾}; classifier: 𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅

2 𝑈𝐾 = 𝑈 ,𝑉𝐾 = 𝑉

3 for 𝑘 = K-1...1 do
4 𝑈 𝑘 = 𝑈 𝑘+1

5 for 𝑛𝑜𝑑𝑒 ∈ 𝑈 𝑘 do
6 𝑈 𝑘 = 𝑈 𝑘 ∪ 𝑁𝑘 (𝑛𝑜𝑑𝑒)
7 end
8 𝑉𝑘 = 𝑉𝑘+1

9 for 𝑛𝑜𝑑𝑒 ∈ 𝑉𝑘 do
10 𝑉𝑘 = 𝑉𝑘 ∪ 𝑁𝑘 (𝑛𝑜𝑑𝑒)
11 end
12 end
13 for 𝑏 = 1...𝑏𝑎𝑡𝑐ℎ𝑛𝑢𝑚 do
14 Sampling batch of tuples < 𝑢, 𝑣 >
15 for 𝑘 = 1...K do
16 for 𝑢 ∈ 𝑈 𝑘𝑢 do
17 ℎ𝑘−1

𝑁𝑘 (𝑢) = 𝐴𝐺𝐺𝑢𝑘 (ℎ
𝑘−1
𝑢 , ℎ𝑘−1

𝑑
, ℎ𝑘−1𝑒 ,∀𝑑 ∈ 𝑁𝑘 (𝑢))

18 ℎ𝑘𝑢 = 𝐶𝑂𝑁𝑉𝑢𝑘 (𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝑘−1𝑢 , ℎ𝑘−1
𝑁𝑘 (𝑢) ))

19 end
20 end
21 for 𝑘 = 1...K do
22 for 𝑣 ∈ 𝑉𝑘𝑣 do
23 ℎ𝑘−1

𝑁𝑘 (𝑣) = 𝐴𝐺𝐺𝑣𝑘 (ℎ
𝑘−1
𝑣 , ℎ𝑘−1

𝑑
, ℎ𝑘−1𝑒 ,∀𝑑 ∈ 𝑁𝑘 (𝑣))

24 ℎ𝑘𝑣 = 𝐶𝑂𝑁𝑉𝑣𝑘 (𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝑘−1𝑣 , ℎ𝑘−1
𝑁𝑘 (𝑣) ))

25 end
26 end
27 𝑝 = 𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅(𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝑘𝑢 , ℎ𝑘𝑣 ))
28 end
29 𝑧𝑢 = ℎ𝑘𝑢 ,∀𝑢 ∈ 𝑈 , 𝑧𝑣 = ℎ𝑘𝑣 ,∀𝑣 ∈ 𝑉

Joint training.When updating the embedding ℎ𝑘𝑢 of network
node in Gemini-U or Gemini-I, the attribute node embeddingℎ𝑘−1

𝑓
is

also a required input which needs to be computed by the same infor-
mation convolution on another graph. So Gemini-U and Gemini-I
are interdependent and they are jointly trained.

4.5 Gemini-Collaboration Framework
Gemini Complexity. Intuitively, the time complexity of joint
training can be very high. For the sake of simplicity, we approxi-
mate the number of nodes introduced in the training to the time
complexity. Assume that: 1) the neighbor sampling number for K
convolution layer on Gemini-U and Gemini-I are 𝑁𝑢,𝑧 and 𝑁𝑖,𝑧 ,
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𝑧 ∈ {1,...,𝐾}; 2) the average number of attribute nodes on edge are
𝑁𝑒 .

As shown in Figure 2, for a user, the calculation of its 1-layer em-
bedding requires𝑁𝑢,1 1-hop neighbors and𝑁𝑢,1∗𝑁𝑒 attribute nodes
(i.e., item nodes). Similarly, the calculation of 1-layer embedding of
an item requires 𝑁𝑖,1 1-hop neighbors and 𝑁𝑖,1 ∗𝑁𝑒 attribute nodes
(i.e., user nodes). In the case of K = 2, for a user, its 2-layer embedding
requires the 1-layer embeddings of 𝑁𝑢,1 1-hop neighbors and 𝑁𝑢,1 ∗
𝑁𝑒 attribute nodes, which requires 𝑁𝑢,1 ∗𝑁𝑢,2 +𝑁𝑢,1 ∗𝑁𝑒 ∗𝑁𝑖,1 ∗𝑁𝑒
user nodes and 𝑁𝑢,1 ∗𝑁𝑢,2 ∗𝑁𝑒 +𝑁𝑢,1 ∗𝑁𝑒 ∗𝑁𝑖,1 item nodes, a total
of 𝑁𝑢,1 ∗𝑁𝑢,2+𝑁𝑢,1 ∗𝑁𝑒 ∗𝑁𝑖,1 ∗𝑁𝑒 +𝑁𝑢,1 ∗𝑁𝑢,2 ∗𝑁𝑒 +𝑁𝑢,1 ∗𝑁𝑒 ∗𝑁𝑖,1
nodes.𝑁𝑖,1∗𝑁𝑖,2+𝑁𝑖,1∗𝑁𝑒 ∗𝑁𝑢,1∗𝑁𝑒+𝑁𝑖,1∗𝑁𝑖,2∗𝑁𝑒+𝑁𝑖,1∗𝑁𝑒 ∗𝑁𝑢,1
nodes are required to compute the 2-layer embedding of item. As K
increases, the amount of computation becomes too much for us to
handle.

Therefore, we propose an iterative trainingmethod namedGemini-
Collaboration to reduce computational complexity. As shown in
Algorithm 2, the core idea of Gemini-Collaboration is that in one
iteration, when the 𝑧-th layer 𝑧 ∈ {1, · · · , 𝐾} embedding is calcu-
lated, the embedding of its attribute nodes is the calculated value of
this or last iteration and the attribute embedding is not updated in
this lteration. For example, in the first iteration, we first calculate
the Gemini-U graph, items as the attribute node, we use 𝐻0

𝑖
(1)

which denotes the 0-layer embedding of item in the first iteration,
to participate in the calculation, and we get 𝐻𝑘𝑢 (1) which is the
K-layer embedding of user, then calculate the Gemini-I graph, in
this case the user is the attribute nodes, we use𝐻𝐾𝑢 (1) to participate
in the calculation, we get 𝐻𝐾

𝑖
(1). In the second iteration, when cal-

culating the Gemini-U graph, item is the attribute node, and 𝐻𝐾
𝑖
(1)

is used to participate in the calculation to get 𝐻𝐾𝑢 (2) and so on.
Gemini-CollaborationComplexity. In each iteration of Gemini-

Collaboration, for a user, 𝑁𝑢,1 + 𝑁𝑢,1 ∗ 𝑁𝑢,2 user nodes and 𝑁𝑢,1 ∗
𝑁𝑒 + 𝑁𝑢,1 ∗ 𝑁𝑢,2 ∗ 𝑁𝑒 item nodes participate in the calculation
and only 𝑁𝑢,1 + 𝑁𝑢,1 ∗ 𝑁𝑢,2 user nodes are updated. For an item,
𝑁𝑖,1 + 𝑁𝑖,1 ∗ 𝑁𝑖,2 item nodes and 𝑁𝑖,1 ∗ 𝑁𝑒 + 𝑁𝑖,1 ∗ 𝑁𝑖,2 ∗ 𝑁𝑒 user
nodes participate in the calculation and only 𝑁𝑖,1 + 𝑁𝑖,1 ∗ 𝑁𝑖,2 item
nodes are updated.

5 EXPERIMENTS
In this section, we evaluate our framework on five offline datasets
and perform online A/B tests on four recommendation scenarios of
DiDiChuxing. The launched system architecture is shown in Figure
6 and Appendix A.1. For the baselines, we choose four state-of-the-
art methods:
DeepWalk[21]: It involves language model to analyze truncated
random walks on a graph. We apply it to user-item recommenda-
tion.
Graphsage[12]: It is a state-of-the-art method of GCN that aggre-
gators neighborhood information into center nodes. We used the
same classifier as Gemini in Graphsage and implement it for user-
item recommendation. We set the number of GCN layers to 2 and
4, respectively.
Metapath2vec++[6]: It captures the relationships between hetero-
geneous nodes through artificially defined meta-paths. We apply
it to the original bipartite user-item graph and to the Gemini-U,
Gemini-I graph, and set the meta-path to user-user-item-item.

Algorithm 2: Gemini-Collaboration
Input: graphs Gemini-U and Gemini-I; number of layers 𝐾 ;

non-linearity 𝜎 ; dataset: (𝑢𝑖 , 𝑣𝑖 ), ∀𝑖 ∈ {1, ...𝑛}
Output: Hidden states of the 𝐾-th layer, include the hidden

states of users: 𝑧𝑢 ,∀𝑢 ∈ 𝑈 and the hidden states of
items: 𝑧𝑣,∀𝑣 ∈ 𝑉

1 Initialize all parameters: user and item embedding matrix
𝐻0
𝑢 (1) and 𝐻0

𝑣 (1); differentiable aggregator functions:
𝐴𝐺𝐺𝑢𝑘 , 𝐴𝐺𝐺𝑖𝑘 , ∀𝑘 ∈ {1, ...𝐾}; differentiable convolution
functions: 𝐶𝑂𝑁𝑉𝑢𝑘 , 𝐶𝑂𝑁𝑉𝑖𝑘 , ∀𝑘 ∈ {1, ...𝐾}; classifier:
𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅; Neighbor nodes of different layers:
𝑈𝐾 ,𝑉𝐾 ,∀𝑘 ∈ {1, ...𝐾}

2 for 𝑏 = 1...𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑛𝑢𝑚 do
3 𝐻0

𝑢 (𝑏) = 𝐻0
𝑢 (1)

4 𝐻0
𝑣 (𝑏) = 𝐻0

𝑣 (1)
5 while not convergence do
6 Sampling batch of tuples < 𝑢, 𝑣 >
7 for 𝑢 ∈ 𝑈 𝑘𝑢 do
8 ℎ𝑒 = (𝑏 == 1 ? ℎ0𝑒 (1) : ℎ𝐾𝑒 (𝑏 − 1))
9 for 𝑘 = 1...K do
10 ℎ𝑘−1

𝑁𝑘 (𝑢) (𝑏) =
𝐴𝐺𝐺𝑢𝑘 (ℎ𝑘−1𝑢 (𝑏), ℎ𝑘−1

𝑑
(𝑏), ℎ𝑒 ,∀𝑑 ∈ 𝑁𝑘 (𝑢))

11 ℎ𝑘𝑢 (𝑏) =
𝐶𝑂𝑁𝑉𝑢𝑘 (𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝑘−1𝑢 (𝑏), ℎ𝑘−1

𝑁𝑘 (𝑢) (𝑏)))
12 end
13 end
14 ℎ𝑣 = (𝑏 == 1 ? ℎ0𝑣 (1) : ℎ𝐾𝑣 (𝑏 − 1))
15 𝑝 = 𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅(𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝐾𝑢 (𝑏), ℎ𝑣))
16 end
17 while not convergence do
18 Sampling batch of tuples < 𝑢, 𝑣 >
19 for 𝑣 ∈ 𝑉𝑘𝑣 do
20 for 𝑘 = 1...K do
21 ℎ𝑘−1

𝑁𝑘 (𝑣) (𝑏) =
𝐴𝐺𝐺𝑣𝑘 (ℎ𝑘−1𝑣 (𝑏), ℎ𝑘−1

𝑑
(𝑏), ℎ𝐾𝑒 (𝑏),∀𝑑 ∈

𝑁𝑘 (𝑢))
22 ℎ𝑘𝑣 (𝑏) =

𝐶𝑂𝑁𝑉𝑣𝑘 (𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝑘−1𝑣 (𝑏), ℎ𝑘−1
𝑁𝑘 (𝑣) (𝑏)))

23 end
24 end
25 𝑝 = 𝐶𝐿𝐴𝑆𝑆𝐼𝐹𝐼𝐸𝑅(𝐶𝑂𝑁𝐶𝐴𝑇 (ℎ𝐾𝑢 (𝑏), ℎ𝐾𝑣 (𝑏)))
26 end
27 end
28 𝑧𝑢 = ℎ𝐾𝑢 (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑛𝑢𝑚),∀𝑢 ∈ 𝑈
29 𝑧𝑣 = ℎ

𝐾
𝑣 (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑛𝑢𝑚),∀𝑣 ∈ 𝑉

BiNE[8]: It preserves both explicit preference and implicit relation
through joint optimization. We apply it to user-item recommenda-
tion.
Gemini-Collaboration(1): It is Gemini-Collaboration with the 1
GCN layer (The formal Gemini-Collaboration has 2 GCN layers).
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In offline evaluations, we employ the common metric: area un-
der the ROC curve (AUC). And the final presented results are the
average of five experiments. In online A/B tests, we employ the
most common industry metric: click through rate (CTR).

5.1 Offline Datasets
In order to verify the universality and effectiveness of Gemini, we
choose five different types of recommendation datasets. The first
four datasets are extracted from the following recommendation
scenarios of DiDiChuxing which is shown in Figure 3: the prod-
uct recommendation in Integral Mall (DiDi-Product), the content
recommendation in DiDiChezhu app (DiDi-Content), the music rec-
ommendation in DiDiChuxing FM (DiDi-Music) and the coupon rec-
ommendation in DiDiChuxing app (DiDi-Coupon). DiDi-Product,
DiDi-Content and DiDi-Music are all the recommendation scenar-
ios that serve tens of millions of drivers, and DiDi-Coupon is a
recommendation scenario that serves hundreds of millions of pas-
sengers. For the above recommendations, we separately extracted
the online logs for 12 days, the first 11 days for the training set, and
the twelfth day for the test set. Specifically, DiDi-Product dataset
has 8976117 interaction records, DiDi-Content dataset has 7934319
interaction records, DiDi-Music dataset has 3321930 interaction
records and DiDi-Coupon dataset has 82666658 interaction records.
The last dataset is a common public data, MovieLens[13], which is
extracted from a movie recommendation scenario and has about
2006859 records. MovieLens is different from the above four types
of recommendations, so we select it as the additional dataset to
evaluate performance under different type of recommendations.

For the first four real datasets, we take the items that the user
has interacted with positive instance, and the items that have been
exposed but not interacted with as negative instance. MovieLens
dataset contains positive instances only (i.e., all instances have
target value 1), we randomly select twice as many movies as the
number of positive instances for each user as negative instances.

5.2 Offline Evaluation
The evaluation results of all the methods are presented in Table 1.
In most datasets, BINE works better than Deepwalk, illustrating
the need to consider the type of nodes. Graphsage is better than
Deepwalk overall, demonstrating the effectiveness of the way the
GCN aggregators information. Compared to the best baselines in
each scenario, Gemini-Collaboration increases the AUC by 3.7%,
10.8%, 1.1%, 3% and 1%. These results prove the effectiveness and
universality of the method.

5.3 Number of GCN layers Evaluation
Gemini-Collaboration(1) aggregators information about original
second-order neighbors and contains the same amount of infor-
mation as Graphsage(2). The Gemini-Collaboration aggregators
information about original fourth-order neighbors and contains the
same amount of information as Graphsage(4). From table 1, we can
see that Graphsage(2) is better than Graphsage(4), but that Gemini-
Collaboration (1) is less effective than Gemini-Collaboration. This
suggests that Gemini-Collaboration can aggregator neighborhood
information more efficiently, and automatically eliminate noise. In
most datasets, Gemini-Collaboration(1) is better than Graphsage(2),

further proving that we can make better use of the information we
already have.

5.4 Superiority of Algorithm Design.
To demonstrate the superiority of Gemini′s designs (i.e., Network
Transformation, Edge Embedding, TF-IDF pooling, Attention based
Aggregating), we conduct several additional experiments on DiDi-
Product offline dataset. The results are shown in Table 2. The result
of Proposal_1 is better than the best baseline, which proves the
correctness of our Gemini framework. Proposal_2 increases the
value of AUC to Proposal_1, indicating that attribute nodes have
different importance. The AUC of Proposal_3 is higher than that of
Proposal_1, proving that the contribution of each neighbor node is
different.

5.5 Gemini-Collaboration Evaluation.
In this section, we compare the performance and training time of
methods Gemini and Gemini-Collaboration on the same configured
machines. The Figure5 shows Gemini-Collaboration get a better
performance. The reason is, when using Gemini-Collaboration to
train model, we train ℎ𝑢 to convergent firstly and then train ℎ𝑣
to convergent per iteration. It is similar to train discriminator and
generator in GAN[9]. On the contrary, Gemini jointly trains Gemini-
U and Gemini-I, which means that the embeddings of network
nodes are updated based on the not well trained embeddings of
attribute nodes. Moreover, Figure5 also demonstrates that Gemini-
Collaboration is able to greatly reduce the time complexity in the
actual training process.

5.6 Online Evaluation
To evaluate the real online performance of our Gemini, we per-
form four online A/B tests on the real recommendation scenarios of
DiDiChuxing. Because of the preciousness of online experiments,
we only compare to the best baseline according to the offline ex-
periments. The evaluation results are presented in Figure 4. In all
four scenarios, Gemini achieves the better CTR values in each day
of the test week. For the four real scenarios, Gemini increases the
average CTR value by 4.13%, 31.03%, 15.45% and 49.13% separately.

6 CONCLUSIONS
In this paper, we first propose a novel heterogeneous graph fusing
framework, Gemini, which does not relay on any auxiliary infor-
mation, but handles heterogeneous graph more efficiently through
a novel and effective network transformation. Empirical experi-
ments demonstrate that Gemini can be applied to various types of
recommended scenarios and achieve satisfactory results. We then
designed a training algorithm, Gemini-Collaboration, that enables
the Gemini framework to run on a large-scale dataset.
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Figure 3: Different recommendation scenarios (product, content, music and coupon) of DiDiChuxing
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Table 2: Performance of different designs on DiDi-Product dataset
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Proposal_4 (evaluate Attention based Aggregating): we add attention based function
to Proposal_2. 0.7272
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Figure 6: Launched System Architecture

Table 3: Hyper-parameter settings hyper

hyper parameter setting
learning rate 0.001
optimizer adam

mini-batch size 512
number of GCN layers 2

number of neighbors sampled in Gemini-U 5,5
number of neighbors sampled in Gemini-I 5,5

number of the slots of Gemini-U 100
number of the slots of Gemini-I 100

dimension of embedding 16

A REPRODUCIBILITY
A.1 Online Launch
Gemini-Collaboration has been launched to production environ-
ment of DiDiChuxing. The system architecture is depicted in Fig-
ure6. The upper left portion shows the offline training process, and
the bottom right portion shows the online serving process. For solv-
ing recommendation diversity and cold start issues, we use hot item
recall and some common recall algorithms[5, 14] in the recall stage
instead of using Gemini-Collaboration. In the rank stage, we use
Gemini-Collaboration. Specifically, we use Gemini-Collaboration
to predict the interaction probability for each candidate item, and
then rank them based on their probabilities.

A.2 Hyper-parameter Settings
The table 3 is the hyper-parameter setting of our off-line experiment,
and we use the same hyper-parameter for all datasets to ensure the
fairness of the comparison. During the experiment, we explored
each of the hyper-parameters, and the values in the table got the
best results.
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