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Abstract�Cyber attacks have become increasingly complicated, persistent, organized, and weaponized. Faces with this situation, drives a
rising number of organizations across the world are showing a growing willingness to leverage the open exchange of cyber threat intelligence
(CTI) for obtaining a full picture of the fast-evolving cyber threat situation and protecting themselves against cyber-attacks. However, modeling
CTI is challenging due to the explicit and implicit relationships among CTI and the heterogeneity of cyber-threat infrastructure nodes involved in
CTI. Owing to the limited labels of cyber threat infrastructure nodes involved in CTI, automatically identifying the threat type of infrastructure
nodes for early warning is also challenging. To tackle these challenges, a practical system called HinCTI is developed for modeling cyber threat
intelligence and identifying threat types. We �rst design a threat intelligence meta-schema to depict the semantic relatedness of infrastructure
nodes. We then model cyber threat intelligence on heterogeneous information network (HIN), which can integrate various types of infrastructure
nodes and rich relations among them. Following, we de�ne a meta-path and meta-graph instances-based threat Infrastructure similarity (MIIS)
measure between threat infrastructure nodes and present a MIIS measure-based heterogeneous graph convolutional network (GCN) approach
to identify the threat types of infrastructure nodes involved in CTI. Moreover, through the hierarchical regularization strategy, our model can
alleviate the problem of over�tting and achieve good results in the threat type identi�cation of infrastructure nodes. To the best of our knowledge,
this work is the �rst to model CTI on HIN for threat identi�cation and propose a heterogeneous GCN-based approach for threat type
identi�cation of infrastructure nodes. With HinCTI, comprehensive experiments are conducted on real-world datasets, and experimental results
demonstrate that our proposed approach can signi�cantly improve the performance of threat type identi�cation compared to the existing
state-of-the-art baseline methods. Our work is bene�cial to greatly relieve security analysts from heavy analysis work and ef�ciently protect
organizations against cyber-attacks.

Index Terms�Cyber threat intelligence, threat type identi�cation, heterogeneous information network, graph convolutional network, threat
infrastructure nodes.
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1 INTRODUCTION

N OWADAYS , to obtain the overall picture of the fast-
evolving cyber threat situation and protect themselves

from the complicated, persistent, organized, and weaponized
cyber-attacks, a rising number of organizations across the world
are showing an increasing willingness to leverage the open
exchange of cyber threat intelligence (CTI) [1]. CTI is evidence-
based knowledge about an existing or emerging threat to assets
and can be used to inform decisions regarding a subject’s
response to the threat [2]. As we know, cyber criminals usually
make full use of network infrastructures (e.g., domain names
and Internet Protocol or IP addresses) to conduct cyber-attacks.
The Pyramid of Pain model [3] indicates six levels of threat
indicators for detecting attack activities, and the lower three
levels are �le hashes, IP addresses, and domain names. These
three levels are atomic indicators and can be consumed by
network security devices such as intrusion detection system
(IDS), �rewall, and spam �lters on email servers. Through the
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application program interfaces (APIs) provided by the threat
intelligence sharing platforms (TISPs), users can acquire huge
amounts of CTI about �le hashes, IP addresses, and domain
names (i.e., the lower three levels of the Pyramid of Pain model
that are the focus of this study). Generally, diverse intelligence
sources can help depict cyber-threat infrastructure nodes from
different perspectives. For instance, a domain name can be de-
scribed with information not only from commercial CTI sources
such as IBM X-Force Exchange Platform1 and ThreatBook2 but
also from the related datasets such as passive domain name
system (DNS) and domain name blacklist. Facing increasingly
sophisticated cyber-attacks, modeling CTI provides numerous
advantages [4], [5], [6], [7], such as obtaining a full picture of
the fast-evolving cyber threat situation and unveiling potential
groups that are behind speci�c attacks. Take domain name
infrastructure nodes as an example, the threat types of domain
names can be spam URLs, brute force login attacks, malware
activity, and botnet node activity. Identifying the threat types
of infrastructure nodes not only bene�ts the �ne-grained threat
warning but also facilitates targeted defensive measures. Note
that we only consider CTI represented in structured data in this
research. The extraction of structured data from unstructured
data such as security technique reports is another important
research direction [8], [9].

1. https://api.xforce.ibmcloud.com/doc
2. https://x.threatbook.cn/private_api
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1.1 Motivation
The modeling of CTI and the threat type identi�cation of infras-
tructure nodes should undoubtedly be the most fundamental
requirements for any cyber threat defense and warning system.
In the past few years, academic and industry communities in the
�elds of cybersecurity and data mining have been attracted to
this topic, and many state-of-the-art studies have been carried
out, such as [7], [10] and [11]. Some of them are very creative
and elaborate, but most of them face the following two key
limitations that must be solved.

First, few studies have focused on the problem of limited
threat type labels of infrastructure nodes involved in CTI. Ow-
ing to the high cost of manual labeling, the threat labels of cyber-
threat infrastructure nodes is incomplete in the CTI database,
and the labels are annotated with threat types by intelligence
providers or security analysts [11]. Thus, how to accurately and
effectively learn from the limited labeled infrastructure nodes
and a large number of relationships among them to predict the
threat types of unlabeled nodes is a paramount concern and key
task for most security analysts and operators [11].

Furthermore, few studies have focused on the higher-level
semantic relations among cyber-threat infrastructure nodes
from the perspective of heterogeneous information network
(HIN) [12]. In a large-scale CTI sharing environment, graph-
based automatic analysis has attracted signi�cant research ef-
forts in recent years [5], [10], [13]. However, most of these works
primarily focus on homogeneous information networks or bi-
partite graphs, which cannot discover the higher-level semantic
relations among different types of nodes. As a special type of
information network, HIN involves multiple types of nodes
or relations, which have different semantic meanings. Such
complex and semantically enriched information networks have
great potential for knowledge discovery [14], [15]. However,
the application of HIN in CTI mining is largely unexplored.
Although some works have considered multiple types of nodes
and relations, they have not considered higher-level semantics.
Modeling CTI on HIN can provide an ef�cient and compact
representation of linked cyber-threat infrastructure nodes in var-
ious semantics, such as capturing the complex relations among
different types of infrastructure nodes, distinguishing different
cyber-attacks based on the differences of network behaviors,
and exploring how adversaries organize campaigns and adapt
their techniques. Thus, a practical model for CTI on HIN, which
leverages network correlations for better mining of CTI, should
be further explored to relieve security analysts from heavy
analysis work [16].

1.2 Our Contributions
To the best of our knowledge, we are the �rst to simultaneously
design a HIN for CTI modeling, and propose a meta-path and
meta-graph instances-based threatinfrastructure similarity (MI-
IS) measure-based heterogeneous graph convolutional network
(GCN) approach for threat type identi�cation of cyber-threat
infrastructure nodes. The main innovations of our mechanism
go beyond those of existing approaches in terms of the following
three aspects:

1) A CTI modeling approach based on HIN is proposed from the
perspective of computation (meta-path and meta-graph instances-
based computing). By modeling CTI based on HIN, the
proposed framework can not only integrate infrastructure
nodes involved in CTI in a semantically meaningful way,

Fig. 1: Examples of two cyber threat intelligence instances in-
volving different types of threat infrastructure nodes and edges.

including domain name, IP addresses, malware hashes,
email addresses, and their relations but also extract and
incorporate higher-level semantics of infrastructure nodes.

2) A MIIS measure-based heterogeneous GCN approach is proposed
to identify the threat types of infrastructure nodes.We de�ne
a MIIS measure between threat infrastructure nodes, and
present a MIIS measure-based heterogeneous GCN ap-
proach to identify the threat type of infrastructure nodes.
Through hierarchical regularization, the approach can alle-
viate the problem of over�tting and achieve good results
in the threat type identi�cation of infrastructure nodes.
This research can also promote cyber security investigations
with partial or incomplete information.

3) A practical system called HinCTI is developed for modeling
cyber threat intelligence and identifying threat types. With the
system, we conduct comprehensive experiments on real-
world datasets, and experimental results demonstrate that
our proposed approach can signi�cantly improve the per-
formance of threat type identi�cation compared with the
existing state-of-the-art baseline methods.

These innovative designs collectively make HinCTI an ef�-
cient solution that can be used in the complex cyber security
environment. A series of comprehensive experiments based on
the real-world cyber-threat data from IBM X-Force Exchange
Platform and other sources are conducted to evaluate the effec-
tiveness and ef�ciency of the proposed approach. Experimental
results demonstrate the superiority of the proposed approach
by comparison with the state-of-the-art baseline methods.

The rest of the paper is organized as follows. Section 2
discusses the related work. Section 3 depicts the modeling of CTI
on HIN, presents preliminary concepts, and gives an overview
of the system architecture. Section 4 gives a detailed description
of the proposed heterogeneous GCN-based threat type iden-
ti�cation approach. Section 5 describes the experiments and
performance results of the proposed approach by comparison
with the state-of-the-art baseline methods. Section 6 summarizes
the paper and outlines future work.
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2 RELATED WORK

The main contributions of our mechanism bene�t from many
existing representative work. In this section, we �rst review the
typical work of modeling of CTI. We then analyze the graph-
based threat identi�cation and the network representation learn-
ing for threat identi�cation.

2.1 Modeling of CTI

From the perspective of CTI sharing, numerous exchange for-
mats, such as Structured Threat Information eXpression (STIX)
[17], Incident Object Description and Exchange Format (IODEF)
[18], and OpenIOC [19], are proposed to describe security inci-
dents and observations related to attack campaigns. However,
STIX, IODEF, and OpenIOC are not used for computational
purposes. To extract and incorporate higher-level semantics of
infrastructure nodes, CTI must be modeled from the perspective
of computation.

The modeling of CTI based on multiple intelligence sources
(e.g., IBM X-Force Exchange, and ThreatBook) can be very
bene�cial to discover the correlations among various cyber-
attack events, facilitate the analysis of cyber attacks, and obtain
a complete visibility across Kill Chain phases [20]. For instance,
referring to IP and DNS registration information can be useful
for malware database, and referring to malware database en-
tries is useful for IP and DNS blacklists wherever appropriate.
Likewise, a vulnerability database can refer to any malware
samples, which exploit that vulnerability, and vice versa. Modi
et al. [4] proposed an automated CTI fusion framework called
ATIS, which considers multiple threat sources and connects
apparently isolated cyber events. Gascon et al. [21] proposed
MANTIS, a platform for CTI that provides a uni�ed presentation
for numerous standards and correlates threat data from differ-
ent sources through a novel type-agnostic similarity algorithm
based on attributed graphs. However, the similarity algorithm
only considers the similarity of �ngerprints (hash values) of any
two objects, and the available higher-level semantics (indirect
relations involving other types of nodes) are totally neglected.
Boukhtouta et al. [5] presented an approach to investigate cyber-
threats, in which tens of types of nodes are considered. Howev-
er, the higher-level semantics among infrastructure nodes are
not further analyzed.

Researchers have proposed approaches to automatically ex-
tract nodes and relations from unstructured CTI text, such as
tweets, blogs, and forums [8], [9]. Liao et al. [8] proposed an
approach to automatically extract Indicators of Compromises
(IoCs) from blog posts in natural language. They model the
problem as graph similarity problem and identify the IoC item if
it has a similar graph structure as the training set. However, the
identi�ed IoCs do not preserve their roles in a malicious cam-
paign, which makes analyzing the characteristics of campaign
in different stages and correlating with �eld measurements
dif�cult. Husari et al. [9] proposed TTPDrill, leveraging natural
language processing (NLP) and information retrieval (IR) to
extract threat actions from unstructured CTI text. However, we
do not focus on the extraction of nodes and their relations from
unstructured text, and we simply utilize the extraction results.

2.2 Graph-based Threat Identi�cation

Graph-based threat identi�cation is an important research ap-
proach in the �elds of network security and data mining, and

it offers the characterization of the interaction between infras-
tructure nodes and the identi�cation of in�uential entities and
groups. By leveraging the linkage information between infras-
tructure nodes of interest, graph-based methods can uncover the
potential relationships, which are relatively harder for attackers
to evade because making a cyber attack unavoidably generate
plenty of links in the graph [22].

In recent years, a number of innovative graph-based threat
identi�cation methods have been developed for cyber security.
However, existing research heavily focuses on homogeneous in-
formation networks, which can only perform simple correlation
analysis. Manadhata et al. [13] leveraged graph inference and
adapted belief propagation to detect malicious domain names.
However, only the host-domain graph is constructed, and ig-
noring IP-domain graph and other informative graphs greatly
hinders the accuracy of identi�cation. Shi et al. [23] proposed
a malicious domain name identi�cation approach based on
extreme machine learning (ELM), in which construction-based,
IP-based, TTL-based, and Whois-based features are extracted
to characterize a domain name and fed into ELM. However,
ignoring relationships among different types of infrastructure n-
odes can greatly reduce the performance of identi�cation. Some
scholars developed an ontology for cyber security knowledge
graphs to represent the rich relations between cyber entities
[24], [25], [26]. However, the approach requires a signi�cant
amount of work to build and is somewhat dif�cult to use. In
our previous work [27], we proposed a graph mining-based
trust evaluation mechanism with multidimensional features for
heterogeneous CTI. In this paper, we further analyze the higher-
level relationship between heterogeneous infrastructure nodes
and study the infrastructure nodes in a complex and semanti-
cally enriched HIN, which is simple to build and use.

Topic modeling techniques such as Latent Dirichlet Alloca-
tion (LDA) have been widely used for automatically identifying
the topics of large amounts of source code whose purposes are
unknown [28], [29]. Samtani et al. [30] applied classi�cation
and topic modeling techniques to explore the functions and
characteristics of assets in hacker forums. In [31], the authors
proposed AZSecure Hacker Assets Portal, in which LDA is
utilized on online hacker forum source code to identify major
hacker code topics. In [32], the authors leveraged topic modeling
to analyze hacker community source code and explore emerging
hacker assets and key hackers for proactive CTI. Given that
we only consider CTI represented in structured data in this
research, topic modeling-based approaches, which are usually
used for textual data, are unsuitable for this task. The extraction
of structured data from textual data has been studied, e.g.,
[8], [9]. Log analysis techniques are widely used in threat
identi�cation, such as analysis of DNS log data for detecting
malicious domain names [33], [34] and analysis of system audit
logs for �nding entry point of an attack [9]. Pei et al. [35]
presented HERCULE, which conducts community discovery on
logs from multiple systems to reconstruct a complete, intuitive,
and human-understandable attack story. However, the aim of
our research is a re-mining of CTI data for threat identi�cation,
which is quite different from log analysis-based anomaly detec-
tion.

2.3 Network Representation Learning for Threat Identi�ca-
tion
Network representation learning, i.e., network embedding, aims
to embed network into a low dimensional space while pre-
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serving the network structure and property so that the learned
embedding can be easily applied by machine learning tech-
niques. Recently, many ef�cient network embedding methods
have been proposed to address representation learning problem
for homogeneous network, such as DeepWalk [36], Node2Vec
[37]. Compared to the widely studied homogeneous information
network, the heterogeneous properties of HIN (i.e., containing
multiple types of nodes or links) make directly apply homoge-
neous techniques for HIN representation learning dif�cult. To
tackle this challenge, Dong et al. [38] proposed Metapath2Vec,
which designs a meta-path-based random walk and utilizes
skip-gram to perform heterogeneous graph embedding. Howev-
er, Metapath2Vec can only utilize one meta-path and may ignore
useful information. Fu et al. [39] proposed HIN2Vec to explore
meta-paths in HINs for representation learning. Graph neural
network (GNN) [40], [41] is proposed to extend the deep neural
network to deal with arbitrary graph-structured data. Wang
et al. [42] proposed heterogeneous graph attention network
(HAN) to handle heterogeneous graph, considering node-level
and semantic-level attentions. Compared to the research on
areas such as bibliographic networks (classifying and clustering
author and paper nodes) [38] and recommendation systems [43],
[44], network representation learning has only recently been
applied to the research on cybersecurity such as [45], [46].

3 CTI MODELING

In this section, we �rst de�ne the problem of modeling CTI on
HIN. We then introduce preliminary concepts. Finally, we give
an overview of the system architecture.

3.1 CTI Modeling based on HIN

The de�nition and characterization of �CTI� have received
substantial attention across academic communities, including
network security [10] and data mining [11], [27]. A piece of
CTI generally refers to cyber-attack-related evidence, involv-
ing a group of different types of threat infrastructures, such
as malicious IP addresses, malicious domain names, malware
hashes, and malicious email addresses. We name the above
infrastructures as threat infrastructure nodes. Relationships exist
between threat infrastructure nodes, including relationships be-
tween nodes of the same type and between nodes of different
types, i.e., relationships between domain names, relationships
between IP addresses, relationships between malware hashes,
relationships between email addresses, and relationships among
them. We name the above relationships as threat infrastructure
relations.

Through the APIs provided by threat intelligence providers,
including open-source communities such as IoC Bucket 3 and
commercial CTI service providers such as ThreatBook, we
can derive huge amounts of relations (i.e., domain-IP,domain-
malware,IP-malware,domain-email, andIP-email) among different
types of threat infrastructure nodes (i.e., domain names, IP
addresses, email addresses, and malware hashes) to construct
the cyber threat intelligence HIN. As for the relations between
nodes of the same type, we extract related information from
various sorts of external sources to enrich the context of threat
infrastructure nodes. As shown in Fig. 1, the direct relations
between two domain names can be enriched by domain-related

3. https://www.iocbucket.com/

service, such as from Whois4 database to get relations of co-
owner, co-organization, co-location of DNS, and co-registrar.
The direct relations between two IP addresses can be enriched
by IP-related service, such as from IP2Location5 service to get
relation of having the same internet service providers (ISPs). The
direct relations between two malware hashes can be enriched
by open-source malware analysis tools, such as from Common
Vulnerabilities and Exposures (CVE) database to get relations of
exploiting the same vulnerability. The direct relations between
two email addresses can be enriched by the relation of same host
name.

After extracting the above threat infrastructure nodes and
threat infrastructure relationships from CTI instances and ex-
ternal sources, we can build a cyber threat intelligence HIN,
as shown in Fig. 1, which contains four types of threat in-
frastructure nodes, i.e., malware hashes, IP addresses, domain
names, and email addresses. The threat intelligence can be
regarded as a group of threat infrastructure nodes and threat
infrastructure relationships that can contribute to explain the
relationship between various types of nodes. Thus, a piece of
threat intelligence instance can be treated as a subgraph of the
whole HIN. One particular advantage of HIN is that meta-paths
(de�ned in Section 3.2) and meta-graphs (de�ned in Section 4.2)
de�ned over node types can re�ect semantically meaningful
information about similarities and, thus, can naturally provide
explainable results for threat analysis and identi�cation. For
instance, a relation between two domain names can be revealed
by meta-path Domain-Malware-Domain, which describes two
domain names are visited by the same malware, or by meta-
path Domain-Email-Domainwhich describes two domain names
registered by the same email address.

3.2 Preliminaries
De�nition 1 (Cyber-Threat Infrastructure Nodes [5]). As cyber-
criminals usually make full use of network resources to conduct their
malicious activities, we de�ne that cyber-threat infrastructure nodes
consist of IP addresses, domain names, malware hashes, and email
addresses.

The collected CTI from intelligence providers is generally
in the form of hash values of malwares, malicious IP addresses
and malicious domain names. Thus, we only consider the lower-
level basic CTI and represent them as a HIN in this paper.
The nodes in the graph represent cyber-threat infrastructures,
i.e., domain names, IP addresses, malware hashes, and email
addresses. In this paper, we investigate how to leverage the HIN
to facilitate the mining of CTI datasets.

De�nition 2 (HIN [47]). A HIN is a graphG = ( V; E) with a node
type mapping� : V ! A and a relation type mapping : E ! R ,
whereV denotes the node set, andE denotes the link set.A denotes the
node type set, andR denotes the relation type set, where the number
of node typesjAj > 1 or the number of relation typesjRj > 1.

Fig. 1 gives an example of two CTI instances connected with
different types of nodes and relationships. After given a complex
HIN for CTI modeling, describing its meta-level (i.e., schema-
level) is necessary for better understanding.

De�nition 3 (Meta-Schema (or Network Schema)). Given a HIN
G = (V ; E) with the node type mapping� : V ! A and the relation

4. https://www.whois.com/
5. https://www.ip2location.com
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Fig. 2: CTI modeling based on HIN. (a) Four types of nodes (i.e., Domain Name (D), IP Address (I), Malware Hash (M), Email
Address (E)). (b) The cyber threat intelligence HIN consists of four types of nodes and �ve types of relationships. Five different
colored lines represent �ve distinct relations among various types of nodes. (c) Meta-schema of cyber threat intelligence HIN. (d)
Examples of meta-paths and meta-graphs involved in HinCTI (e.g.,domain-malware-domain,domain-IP-domain).

type mapping : E ! R, the meta-schema (or network-schema) for
networkG, denoted asTG = (A ; R), is a graph with nodes as node
types fromA and edges as relation types fromR.

As described in Fig. 2, CTI modeling involves four types of
nodes (i.e., domain names, IP addresses, malware hashes, and
email addresses), and �ve types of relations among different
types of nodes (i.e. R, S, G, C, N, as shown in Table 2). Fig. 2(c)
shows an example of the HIN meta-schema characterizing the
relationships of threat infrastructures described in CTI. Another
important concept of HIN is meta-path de�ned over types,
which can formulate the semantics of higher-level relationships
among nodes and, thus, can naturally provide explainable re-
sults for threat infrastructure modeling. Here, we follow this
concept and extend it to our HinCTI model.

De�nition 4 (Meta-Path [47]). A meta-pathP is a path de�ned on
the graph of network schemaTG = ( A ; R) and is denoted in the form
of A1

R 1��! A2
R 2��! : : : R d��! Ad+1 , which de�nes a composite relation

R = R1 �R2 � : : : �Rd between node typesA1 andAd+1 , where symbol
� denotes the composition operator on relations, andd is the length of
P .

In general, a meta-path corresponds to a type of path within
the network schema, containing a certain sequence of link types.
For simplicity, we use object types connected by symbol �;� to
denote the meta-path when there is only one relationship be-
tween a pair of types: P = (A 1; A2; : : : ; Ad+1 ). If 8l; �(v l ) = A l
and edge el = hvl ; vl +1 i belongs to relation type Rl 2 P , then a
meta-path instance p = (v 1; v2; : : : ; vd+1 ) between v1 and vd+1
in network G follows the meta-path P = ( A1; A2; : : : ; Ad+1 ).
We further introduce semantically meaningful meta-paths that
describe infrastructure node relations in Section 4.2.

The literature gives many de�nitions of the term �threat
type identi�cation�, and they vary from team to team and from
project to project. Here, we give a clear de�nition for describing
the purpose of the paper as follows [48].

De�nition 5 (Threat Type Identi�cation). For the collected cyber-
threat infrastructure nodes without threat labels, threat type identi-
�cation means to identify their threat type labels by the constructed
heterogeneous GCN-based threat type identi�cation model, leveraging
those cyber-threat infrastructure nodes with threat labels and the
relations among them.

On the threat intelligence sharing platforms, a large number
of threat-infrastructure nodes are without threat labels, which
is incomplete for CTI consumers. Thus, predicting the threat

types of nodes without threat labels leveraging the threat-
infrastructure nodes and their relations involved in the large
amount of basic CTI is of great signi�cance.

3.3 System Architecture

The architecture of our proposed CTI modeling and identi�ca-
tion system based on HIN, called HinCTI, is shown in Fig. 3,
which mainly consists of the following four modules:

� CTI Modeling based on HIN. Through the APIs provided
by various CTI providers, we can obtain a large amount of
valuable CTI, involving massive threat infrastructure nodes
and relationships among them. In cyber threat intelligence
HIN, the more context information correlates with nodes, the
more conducive for CTI analysis. Thus, to enrich the context
of infrastructure nodes, we extract information from external
databases to establish relations between nodes of the same
type and different types, e.g., �Whois� database for both
domain name and IP nodes, �CVE� database for malware
nodes, and �Passive DNS� database for both domain name
and email address nodes. In this way, cyber threat intelligence
HIN is constructed to depict the relationships among various
types of infrastructure nodes.

� Feature Extractor and Meta-path and Meta-graph Builder.
Based on the meta-schema designed for cyber threat intelli-
gence HIN, we build a set of meta-paths and meta-graphs to
capture the higher-level relatedness over infrastructure nodes
from different semantic meanings.

� Heterogeneous GCN-based Threat Type Identi�cation. We
�rst extract infrastructure node features and generate node
feature matrix X . Then, meta-graph based adjacent matrices
are aggregated to obtain the weighted adjacent matrix B .
Finally, we leverage heterogeneous GCN to fuse X and B
to learn the threat types of cyber-threat infrastructure nodes.

� Threat Type Identi�er. For each newly collected unknown
threat infrastructure node, the node features will be �rst
extracted, then its related infrastructure nodes will be ex-
tracted from external sources. The relationships among these
infrastructure nodes will be further analyzed. Based on the
extracted features and the constructed heterogeneous GCN-
based threat type identi�cation model, the threat type of the
infrastructure node will be labeled by the threat identi�er.
Based on the identi�ed threat type label, security analysts can
give early warning and adopt defensive strategies.
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