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Abstract—We propose a heterogeneous information network
mining algorithm: feature-enhanced RankClass (F-RankClass).
F-RankClass extends RankClass to a unified classification frame-
work that can be applied to binary or multiclass classification of
unimodal or multimodal data. We experimented on a multimodal
document dataset, 2008/9 Wikipedia Selection for Schools. For
unimodal classification, F-RankClass is compared to support
vector machines (SVMs). F-RankClass provides improvements
up to 27.3% on the Wikipedia dataset. For multimodal document
classification, F-RankClass shows improvements up to 19.7% in
accuracy when compared to SVM-based meta-classifiers. We also
study 1) how the structure of the network and 2) how the choice
of parameters affect the classification results.

Index Terms—classification, multimodal, heterogeneous infor-
mation network, ranking

I. INTRODUCTION

Multimodal data mining has been actively researched over
the past decades. Mining algorithms discover and use relation-
ships between modalities for content analysis. A wide variety
of applications are found in the literature, such as video-audio,
video-captions, text-image, image-captions analyses. However,
most multimodal mining and fusion algorithms focus on
audio and video analysis [1] but not on multimodal document
mining, which analyzes text and images in documents.

Multimodal documents, which typically contain both text
and images, are becoming more and more ubiquitous with
the advance of information technology. Text-based mining
techniques have been extremely successful in a wide variety
of applications [2]. However, images, the other mode that
often accompanies text, has not been considered much. To
the best of our knowledge, only little work is found on
multimodal document indexing, retrieval [3], and classification
[4] [5]. Some image mining frameworks also exploit text-
image relationships and use text to aid image mining, but most
of them only involve image captions [6] [7].

Our work focuses on overcoming the hurdles in multimodal
document mining. The framework we develop is however
not limited to multimodal documents but is applicable to
other multimodal content analyses as well. The challenges
are discussed as follows. First of all, as pointed out by Chen
et al. [5], the number of images per document differs across
documents. There are no straightforward methods to obtain a
fixed-dimension feature vector from a document. Therefore,
previous developments on multimodal fusion frameworks,
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which requires a fixed feature dimension, may not be directly
applicable on multimodal documents.

Second, images of multimodal documents are by nature
more diverse and may not directly provide the most relevant in-
formation. This is not only true for user-generated documents,
such as blogs, personal websites, etc., but also for more formal
documents. Materials put together are not always consistently
relevant. In particular, the relationship between the topic and
an image in the document is not always clear or may not even
exist, as in the case of advertisements on webpages.

Third, multimodal fusion frameworks [1] fuse information
from different modalities through 1) early-fusion, concate-
nating features from different modalities, or 2) late-fusion,
using first-stage analysis units to bring different modalities
to a common ground. Early-fusion does not preserve the
multimodal structure, and, therefore, structure information is
not considered in further analyses. On the other hand, late-
fusion has less information for further analyses due to the
data processing inequality. The ideal case is to preserve both
information of features and multimodal structure.

To that end, we propose a heterogeneous information net-
work mining framework: feature-enhanced RankClass (F-
RankClass). The original RankClass performs ranking and
classification at the same time on heterogeneous information
networks. F-RankClass extends RankClass [8] to a more
general framework that is applicable to most classification
problems. In this paper, we construct heterogeneous infor-
mation networks from multimodal documents and perform
classification according to network structures.

The merits of the F-RankClass framework are: 1) F-
RankClass does not require features extracted from multi-
modal data to have a fixed number of dimension. Only extra
links between nodes representing features and data objects are
added. 2) Inheriting benefits from RankClass, F-RankClass
identifies irrelevant objects by ranking, and thus improves
classification accuracy. 3) All information, including features
and multimodal structures, are encoded in the heterogeneous
information network without further information loss. 4) F-
RankClass provides a unified framework for both binary and
multiclass classification of multimodal and unimodal classifi-
cation without further modification.

The rest of this paper is organized as follows. Section 2
reviews related work in heterogeneous information network
mining and multimodal document classification. Section 3
describes the F-RankClass framework and the application on
multimodal document classification. Section 4 presents ex-
perimental results on unimodal and multimodal classification



problems. Section 5 summarizes and concludes the paper.

II. RELATED WORK AND BACKGROUND
A. Heterogeneous Network Mining

Heterogeneous information network mining algorithms
gained a lot of attention recently. PopRank [9] considered
different types of links between nodes to rank web-objects.
NetClus [10] used a star schema to represent heterogeneous
data and considered ranking information within each object
type. More recently, Ji et al. [8] proposed RankClass, which
performs ranking and classification at the same time. Ranking
and classification enhance each other in RankClass. Ranking
discovers important representative examples for the classifier
to learn from, and classification identifies objects of the same
class so that within-class ranking becomes more meaningful.
More details on RankClass are discussed in Section III-B.

B. Multimodal Document Classification

Joint text and image document classification was first stud-
ied by Shatkay et al. [4] with a late-fusion framework that
fuses base-classifier outputs through a simple OR function.
Chen et al. used a late-fusion scheme, Support Vector Ma-
chine (SVM)-based meta-classifiers [5], and experimented on
2008/9 Wikipedia Selection for Schools [11]. However, no
cross-modality relationship was considered during the feature
extraction and feature fusion procedure in either [4] or [5].

III. PROPOSED MINING FRAMEWORK
A. Heterogeneous Information Networks

We follow the terminology from RankClass [8]. A heteroge-
neous information network consists of multiple types of data
objects and links connecting different types of data objects. A
heterogeneous information network is represented by a graph
G = (V,E, W), where V is a set of data object nodes, F is a
set of edges linking data object nodes, and W is a set of edge
weights. The node set V' is the union of nodes of all object
types, i.e., V = inl X;, where m is the number of object
types and X is the set of nodes of type . In a heterogeneous
information network, we have m > 2 types of data objects. We
denote by x;, € X; the p'* node of type i, by (zp,7;q) € E
an edge linking x;, and x4, and by w,,, .., € RT U{0} the
weight associated with (2;p, Zq).

We represent a subgraph, containing X; and X; and the
edges between, by a relation matrix R;; € R™>"  where
n; and mn; are the numbers of objects of types 7 and j,
respectively. The p* row and ¢* column element in Ry,
Rij pq, encodes the edge weight wy,, ., . The weight is set to
zero if the corresponding edge is absent. Then, we associate
each relation matrix R;; with a normalized relation matrix .S;;.
The normalization is defined as follows:

Tjq

_1 _1
Sij = DijzRiijiQ, Z,] S {1,...7777,}7

where D;; € R"™>" and Dj; € R™*" are diagonal
matrices. The p'" element on the diagonal of D;; is set to
be the sum of the p" row of R;;. The ¢! element on the
diagonal of Dj; is set to be the sum of the ¢** column of R;;.

B. Review of RankClass

RankClass classify examples by propagating class infor-
mation via edges in a heterogeneous information network. A
ranking distribution P(z;,|X;, k) : X; — R is defined over all
nodes of type ¢ for the object type X; and a class k. The larger
P(xp|X;, k) is, the higher the rank of z;;, is among all objects
of type ¢. The ranking distribution is updated iteratively in
two steps: 1) propagating class information between adjacent
nodes, and 2) adjusting the network to favor within-class
ranking.

We first initialize distributions from training data as follows:

1 .
ix. 0 _ ) 7 if wip has label of F,
Plaip|Xi k) _{ Ok otherwise,

()

where [;;, is the number of type ¢ training data of class k.
We then update P(z;,|X;, k) iteratively. Step one propagates
class information from a node to its neighbors through the
following update equation:

P(zip| X, k)*

oY " NijSigpa P2 X5, k) T+ i Plaip] Xi k)°, ()
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where P(-)! denotes a distribution in the ¢ iteration, P(-)°

denotes the initial ranking distribution induced by training
data, \;; € [0, 1] controls the amount of information flowing
between objects of type ¢ and j, and «; € [0, 1] controls the
amount of information flowing from the training data. The first
term is a weighted sum of ranking probability of the neighbors
of x;;,. The second term introduces the distribution induced by

the training data.

Step two adjusts the network to favor within-class ranking
by increasing edge weights between objects that are highly
ranked in the same class, through the following update equa-
tion:

R; (k) = Rijpqg ¥

1J,pq
P(zip|Xi, k)" P(zq X;, k)
t
(T( o \/maxp P(zip| Xi, k)t maxg P(z;q]X;, k)t )’ @)

where r(t) is a positive number to avoid edge weights
dropping to zero in the first several iterations and is set to

r(t) = 2% This operation allows weights of edges connecting

highly ranked objects of the same class to increase and weights
of edges connecting less representative objects to decrease.

Finally, each node is assigned the class of the highest poste-
rior class probability, P(k|z;p, X;) o P(zip| X;, k) P(k|X;).
The expectation-maximization (EM) algorithm is used to es-
timate P(k|X;) through the following equations:

P(k|zip, X:)" P (2ip| Xs, k) P(k| X;)" @)
ool Pk|zip, Xi)'

s

P(k|X;)" = ©)

C. F-RankClass

F-RankClass is a classification framework based on
RankClass. F-RankClass relates each data object with features
extracted from each data object in addition to binary-weighted
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Fig. 1: A path between two documents exists only when the same
image appear in both documents. This situation is possible but rare.

edges as in RankClass. We view features as a type of node
and each feature as a node. A data object node is connected
to a feature node when the feature value of the data object is
non-zero. The edge weight is a real positive number set to be
the feature value. An offset is added to features with negative
values to prevent negative edge weights.

In F-RankClass, objects do not have to be directly related
but have to share common features. Hence, F-RankClass can
be applied to a whole new spectrum of applications compared
to RankClass. For example, if we want to build a graph from
a multimodal document dataset. RankClass only links text and
images that coexist in a document, as in Fig. 1. We can mine
a graph by RankClass only when the graph is not disjoint;
however, two sets of documents without common images
are disjoint. On the other hand, F-RankClass utilizes term-
frequency features and represents a term by a node. A term
node is connected to a text node with edge weights equal to the
term-frequency. Since most pairs of documents has common
words, the graph will not be disjoint with high probability.

Formally speaking, given a graph with m types of data
objects Xi,...,X,,, we define another k£ types of nodes
Xm+1,-- -, Xm+k representing different types of features that
can be extracted from the data objects. We connect the
p'" node in X;, z;p, and the ¢** node in X;, xj,, where
ie{l,...,m}and j € {m+1,...,m+ k}, whenever the
data object x;, has a non-zero feature value of the feature
represented by x;,. The edge weight is set to be the feature
value.

F-RankClass relates data objects with each other through
features. Data objects of the same class usually have similar
connections to feature nodes. Therefore, class information is
more likely to propagate between similar data objects than be-
tween non-similar data objects. F-RankClass propagates class
information between data objects based on feature similarities.
The more similar two objects are, the more class information
is propagated between.

To sum up, F-RankClass extends RankClass to a general
framework, which can be applied to either a binary or multi-
class classification problem of multimodal or unimodal data.

D. Building Heterogeneous Information Networks for F-
RankClass from Multimodal Documents

There are two main components in multimodal documents:
text and images. Given a multimodal document corpus, we
denote by T’ the set of text nodes, I the set of image nodes,
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Fig. 2: A multimodal document consists of a piece of main text T,
a set of images I, and possibly with some captions. Text features
are extracted from the main text and captions. Image features are
extracted only from images.

TF the set of text feature nodes, and IF' the set of image
feature nodes. Unigram text features [12] are extracted from
both the main text and the captions of images. Dense SIFT
Bag-of-features image features [13] are extracted from images.
Note that some images have captions while others do not. Fig.
2 shows the legend of our figures.!

Text features are extracted by a bag-of-words model [12]
[14], and image features are extracted by a dense SIFT bag-
of-feature model [15] [13].

We consider two scenarios in the following.

1) Building Heterogeneous Information Networks from Uni-
modal Documents: We first extract features from the text-only
documents and then connect a text node ¢ € T' to a text feature
node tf € TF if ¢t has a non-zero feature value ¢f. The weight
of the edge is the feature value. A text-based information
network is then built. In fact, the term-frequency matrix itself
is the relation matrix. Fig. 3a illustrates the resulting network.

2) Building Heterogeneous Information Networks from
Multimodal Documents: We first extract 1) text features from
main text and image captions and 2) image features from
images. Text nodes and image nodes are connected to their
corresponding text feature and image feature nodes. We also
connect nodes representing text and images that coexist in
a document. Fig. 3b illustrates the the resulting network. If
image captions are missing or misleading, a variation without
image captions can be used.

E. Comments on the Complexity of F-RankClass

The complexity of RankClass is O(N1K(|E| + |V]) +
N> K|V|), where Ny is the number of iterations for computing
the ranking distribution, N is the number of iterations for the
EM algorithm, K is the number of classes, |E| and |V| is the
number of edges and nodes in the network, respectively.

F-RankClass introduces feature nodes and their connections
with data object nodes. The extra number of edges, compared
to RankClass, depends on the sparsity of features. Let at
most d out of d features have non-zero values. F-RankClass
introduces O(d|V'|) extra edges and d extra nodes. Therefore,
the complexity of F-RankClass is:

ONLK(|E| +d|V| + V| +d) + NoK([V|+d)).  (6)

'Tcons designed by Tango, Harwen Zhang, Kyo Tux, Custom Icon Design,
and Oxygen Team.
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Fig. 3: (a) An heterogeneous information network constructed from
a text corpus, consisting of zext nodes and text feature nodes. Edges
are constructed from the term-frequency matrix. (b) An heteroge-
neous information network constructed from multimodal documents,
consisting of fext nodes, image nodes, text feature nodes, and image
feature nodes. A caption is connected to its associated image and its
related text feature nodes with feature values as edge weights. The
edge weights between features and text/images are the feature values
of the text/images.

IV. EXPERIMENTAL RESULTS
A. Multimodal Document Dataset Collection

We experimented on 2008/9 Wikipedia Selection for
Schools [11], which has around 5500 documents and 15
categories in total. Each document contains text and around 5-
20 images and is manually assigned a category. We selected 3
datasets from 2008/9 Wikipedia for Schools, as shown in Table
I. Datasets 1-3 represent an easier small dataset, a more chal-
lenging large dataset, and a multiclass classification scheme,
respectively. We also take the text portion for unimodal text
classification experiments.

TABLE I: Selected datasets from 2008/9 Wikipedia Selection for
Schools.

Dataset No. Category No. of No. of
Documents | Images

1 art 86 602

information technology 86 354

2 history 836 6388
science 1205 7226

3 business 141 1273

language and literature 197 842

math 263 1027

religion 176 1029

B. Experimental Setup

We performed unimodal and multimodal classification ex-
periments on the datasets. Unimodal experiments are summa-
rized in Section IV-C. Multimodal experiments with different
graph structures and parameter settings are summarized in
Section IV-D. F-RankClass is compared with a baseline text-
based SVM and a SVM-based meta-classifiers [5] on unimodal
and multimodal tasks, respectively. Classification accuracy is
reported and used as the evaluation criteria.

Model selection of both F-RankClass and SVM is done on
a validation set. For F-RankClass, we pick the best model
among iterations. For SVM, we pick the trade-off parameter,
C, between training error and margin width.

TABLE II: Accuracy comparison between F-RankClass and linear
SVM on textual data. Numbers in the table represent accuracy.

Dataset 1 | Dataset 2 | Dataset 3
Linear-SVM 93.3% 89.2% 68.7%
F-RankClass | 100.0% 96.6% 96.0%

All experiments on Wikipedia use the same training-test-
validation split. Ten documents per class are set as the training
data. We then take 20% of the remaining documents in each
class as a validation set. The rest are then used as the test set.

C. Unimodal Classification by F-RankClass

We present experimental results of F-RankClass and com-
pare with results of SVM on unimodal datasets. F-RankClass
and linear SVMs are evaluated on Datasets 1-3. We pick the
parameters of F-RankClass as follows. All \;; are set to 0.2
and all a; are set to 0.1. Results on accuracy are summarized
in Table II.

F-RankClass outperforms linear SVMs on all 3 datasets. On
Dataset 1, F-RankClass gives 100% accuracy. On Dataset 3,
F-RankClass yields 27.3% better accuracy than linear SVMs.

D. Multimodal Document
RankClass

Classification Based on F-

1) Study on Graph Structures: We compare results of F-
RankClass on four different settings. The first setting is the
same as in Subsection IV-C. Only text and text features are
used to build networks. The second setting uses text, text
features, image, and image features to build networks, but not
captions; hence, images are not connected to text features. The
third setting uses all information except text-image links. The
fourth setting uses all information, as described in Subsection
II-D. The four settings are summarized in Table III.

TABLE III: Different settings on building the graph from 2008/9
Wikipedia Selection for Schools.

Setting No. | Text | Image | Captions | Text-Image Links
1 Yes No No No
2 Yes Yes No Yes
3 Yes Yes Yes No
4 Yes Yes Yes Yes

We compare classification results of F-RankClass with text-
based linear SVMs and image-based SVM with intersection
kernels on Datasets 1-3. The SVM-based meta-classifier pro-
posed by Chen et al. [5], which utilizes image information
to aid text classification, is also implemented for comparison.
Text and image classification results are summarized in Tables
IV and V, respectively.

F-RankClass performs better than linear SVMs on all four
settings. For text classification, Settings 1 and 2 give the
highest accuracy. No setting works the best across all datasets
for text and image classification. This is because the text-
image relationships in each dataset have different natures.
In some datasets, text, images, and captions in a document
are all highly correlated, so more links in the graph enhance
classification results. In some other datasets, text and images



TABLE IV: Text classification accuracy comparison between F-
RankClass on different graph structures. Results from linear SVMs
and the SVM-based meta-classifier proposed in [5] are also included
as baselines. Numbers in the table represent accuracy.

Dataset 1 | Dataset 2 | Dataset 3
1 100.0% 96.6% 96.0%
2 100.0% 96.9% 96.0%
3 100.0% 96.4% 95.0%
4 100.0% 94.0% 92.4%
SVM 93.3% 89.2% 68.7%
SVM-Meta 86.7% 86.2% 76.3%

TABLE V: Image classification accuracy comparison between F-
RankClass on different graph structures. Results from linear SVMs
are also included as a baseline. Numbers in the table represent
accuracy.

Dataset 1 | Dataset 2 | Dataset 3
2 93.5% 54.4% 30.7%
3 71.2% 74.4% 56.1%
4 79.9% 73.3% 48.4%
SVM 80.5% 59.8% 29.7%

or images and captions provide complementary information.
Therefore, absence of links helps maintain correct labeling by
not propagating conflicting information.

Although the image classification accuracy of Dataset 3
from linear SVMs is less than 30%, the SVM-based meta-
classifier in [5] is still able to outperform linear SVMs in text
classification on Dataset 3 because of the extra image infor-
mation. This shows the importance of utilizing multimodal
relationships in multimodal data mining. Note that the SVM-
based meta-classification framework uses image information
to aid text classification and classifies documents as a whole;
therefore, the text-image combined classification accuracies
are reported in Table IV.

2) Varying Cross-Type Influence \: In RankClass, the pa-
rameter A;;,%,7 < m controls information flows between
nodes of types ¢ and j; thus affecting the ranking distribu-
tion P(z;p|X;, k) as in Eq. 2. We performed experiments
on Datasets 1-3 with seven different sets of parameters
A+, ..., A4y, as summarized in Table VI. Parameter set Aq is
the default setting. Parameter sets Ao, , A3y, Ay, set all but one
parameter to 0.2. Parameter sets Aoy, Asp, Agp set all but one
parameter to 0.4. In Ay, and Agp, Ap 2 (text-image linkage)
is tuned down to 0.1. In A3, and Asp, Az 3 (image-caption
linkage) is tuned down to 0.1. In Ay, and Agp, A2 4 (image-IF
linkage) is tuned down 0.1. Note that we did not tune A3
(text-TF linkage) because text features are already shown to
be highly related with main text and classes of documents.

We compare classification accuracy for Aq,...,Ay, on
Datasets 1-3. The text and image classification results are
summarized in Table VII and Table VIII, respectively.

Some J\;; affects text and image classification accuracy
differently. For text classification, parameter sets Ao, and Aoy
give the best results. This can be explained by the fact that
images appear more randomly than text in a document. Some
images act as complementary or supplementary information in
a document and are not so coherent with the main contents. As
a result, weakened text-image links improve text classification

TABLE VI: Experimental settings of \;; in Section IV-D2.

Parameter Semantic
Set A12 | A13 | A23 | Ao Meaning
A1 0.2 0.2 0.2 0.2 Baseline
Aog 0.1 0.2 0.2 0.2 Weakened text-image links
Aoy 0.1 0.4 0.4 0.4 Weakened text-image links
Az 0.2 0.2 0.1 0.2 | Weakened image-caption links
Asp 0.4 0.4 0.1 0.4 | Weakened image-caption links
Asq 0.2 0.2 0.2 0.1 Weakened image-IF links
Agp 0.4 0.4 0.4 0.1 Weakened image-IF links

TABLE VII: Text classification accuracy comparison between F-
RankClass on different A\ settings. Numbers in the table represent
accuracy.

Dataset 1 | Dataset 2 | Dataset 3
1 100.0% 94.0% 92.4%
2a | 100.0% 96.0% 94.0%
2b 98.3% 96.4% 95.0%
3a | 100.0% 92.1% 93.2%
3b | 100.0% 89.3% 92.6%
4a | 100.0% 95.6% 93.4%
4b | 100.0% 95.4% 94.2%

accuracy.

On the other hand, there is no parameter set that performs
the best across all datasets in terms of image classification.
This is consistent with our observation on image classification
with different graph structures: the relationships between text,
images, and captions are dataset-dependent. Not only the ex-
istence of a type of edges, but also the amount of information
flowing through the edges, plays an important role in the
classification process. For example, parameter sets Az, and
Agyp represent weakened image-caption links, with all other A
being set to either 0.2 or 0.4. On Dataset 3, As;, performs the
best, while A3, does not work particularly well. For another
example, while Graph Structure Setting 2, which excludes
captions, works the best on Dataset 1, parameter sets Ay, and
A4y, which weaken image-IF but not image-caption links, give
the best accuracy on Dataset 1. This indicates that \;; needs
to be carefully selected to control the information flow for
optimal classification results.

E. Model Selection of F-RankClass

As with any other classification algorithms, F-RankClass
suffers from overfitting as the number of iterations increases.
Figure 4 shows text classification accuracies on the test and
validation set of Dataset 3 throughout 25 iterations, which
represent a typical trend of classification accuracy vs. iterations
in various datasets. Accuracy often reaches the peak between

TABLE VIII: Image classification accuracy comparison between F-
RankClass on different A settings. Numbers in the table represent
accuracy.

Dataset 1 | Dataset 2 | Dataset 3
1 79.9% 73.3% 48.4%
2a 75.9% 75.2% 57.5%
2b 75.5% 76.9% 58.9%
3a 76.1% 73.9% 52.7%
3b 75.5% 75.1% 62.0%
4a 80.1% 70.6% 46.4%
4b 86.9% 68.0% 43.3%




iterations 2-6, and then drops significantly due to overfitting.
When overfitting occurs, the structure of the underlying het-
erogeneous information network is dominated by the training
data. Edge weights that represent feature values are mostly
close to zero because of the update equation, Eq. 3. As a
result, accuracy does not recover in the following iterations.

The accuracy of validation sets follow a trend similar to the
accuracy of testing sets. This justifies our model selection cri-
teria. Although the highest accuracies of testing and validation
sets may not occur in exactly the same iteration, one is still
able to select a reasonably good model.

100%
80%

60%

Accuracy

40%
20%

0%
0 5 10 15 20 25
Iteration

Testing Set Validation Set

Fig. 4: Text classification accuracy vs. F-RankClass iterations on
Dataset 3. There exists high consistency in the accuracy of the testing
set and the accuracy of the validation set.

F. Discussion on Joint Text-Image Relationships

The experiments on F-RankClass provide insights on how
text and images in multimodal documents interact with each
other. Several observations are made from the experimental
results presented above.

First of all, text-image relationships vary significantly from
dataset to dataset. For example, Table IV shows that the
absence of edges between text and images worsens image
classification accuracy on Dataset 1, but it enhances the
accuracy on Datasets 2 and 3. On the contrary, the absence of
captions undermines image classification accuracy on Datasets
2 and 3, while it helps improve accuracy on Dataset 1.

Secondly, edges between text and images plays an important
role in the information network. In Tables IV and V, it is
shown that a graph without direct text-image edges in general
does not give good accuracy for both text and image classifica-
tions. Meanwhile, text classification accuracy improves when
direct text-image linkage is present but weakened, as shown in
Table VII. This indicates the importance to control the amount
of information flowing between text and images.

A similar phenomenon is observed on captions. Image
classification accuracy often improves when direct image-
caption edges is present but weakened, as shown in Table VIII.
Meanwhile, the total absence of captions usually worsens the
overall image classification accuracy, as shown in Table V.

Finally, text and image classification may work the best
in different parameter settings. In Tables VII and VIII, we

show that weakened text-image edges helps improve text
classification accuracy, while this setting does not always
improve image classification accuracy. This implies text and
image classification may need to be done in separate settings
to obtain optimal results.

V. CONCLUSION

To summarize, we propose a novel heterogeneous in-
formation network mining framework, F-RankClass, which
is designed to work with both multimodal and unimodal
data. We performed text classification and multimodal doc-
ument classification experiments and compared with previous
work. F-RankClass is superior to its counterparts in text
and multimodal document classification. The experimental
results also provide insights on joint text-image relationships.
Furthermore, F-RankClass is not limited to the applications
we discussed. Most classification problems, either binary or
multiclass, unimodal or multimodal, fit into the F-RankClass
framework.
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