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Abstract

In recent years, the size of many social networks such as Facebook, MySpace, and LinkedIn has exploded at a rapid pace, because of its convenience in using the internet in order to connect geographically disparate users. This has lead to considerable interest in many graph-theoretical aspects of social networks such as the underlying communities, the graph diameter, and other structural information which can be used in order to mine useful information from the social network. The graph structure of social networks is influenced by the underlying social behavior, which can vary considerably over different groups of individuals. One of the disadvantages of existing schemes is that they attempt to determine global communities, which (implicitly) assume uniform behavior over the network. This is not very well suited to the differences in the underlying density in different regions of the social network. As a result, a global analysis over social community structure can result in either very small communities (in sparse regions), or communities which are too large and incoherent (in dense regions). In order to handle the challenge of local heterogeneity, we will explore a simple property of social networks, which we refer to as the local succinctness property. We will use this property in order to extract compressed descriptions of the underlying community representation of the social network with the use of a min-hash approach. We will show that this approach creates balanced communities across a heterogeneous network in an effective way. We apply the approach to a variety of data sets, and illustrate its effectiveness over competing techniques.
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1 Introduction

Social networking has become an increasingly important application in recent years, because of its unique ability to enable social contact over the internet for geographically dispersed users. A social network can be represented as a graph, in which nodes represent users, and links represent the connections between users. Increased interest in the field of social networking has also resulted in a revival of graph mining algorithms. Therefore, a number of techniques have recently been designed for a wide variety of graph mining and management problems such as clustering, classification, frequent-pattern mining and indexing [3, 4].

Since social networks are typically very large, it is often challenging to develop effective community detection algorithms which work effectively for all parts of the network. On the other hand, social networks have a number of natural structural properties, which can be leveraged for designing more effective algorithms. One such property of social networks is that they are locally heterogeneous. This means that the link densities in different regions of the social network may be quite different. The heterogeneous nature of the social network creates a number of challenges for community detection. The use of global analysis can either construct very small communities in sparse local regions, or report large and incoherent communities in dense regions. Therefore, it is important to use local structural analysis over the social network in order to examine the relevance of a community relative to the local structure of the network.

It is also well known that social networks are often quite sparse [14] in terms of the underlying network structure. This means that the number of links emanating from a particular node is relatively small compared to the total number of nodes in the network. The neighbors for a given node are also typically correlated with one another by linkage behavior. Therefore, even in cases in which a node may have a large number of neighbors, these neighbors can be disjointed into a small number of correlated groups or communities. This effectively means that the number of communities that a given node may belong to is usually quite small. We refer to this sparse and correlated property of social networks as the local succinctness property. This property can be leveraged in order to characterize the global structural behavior of the social network as a compact decomposition of the local behavior. We will use this property in order to design an effective approach which first determines the local communities specific to different portions of the network and then merges these local mosaic of communities into a higher level global view. This approach allows us the flexibility to treat different portions of the network differently depending upon their locality behavior. We will show that this...
two phase approach is far more effective in the determination of the underlying community structure than a global approach which determines all the global communities from scratch.

We will use a min-hash approach in order to determine a compact data structure representation which can be leveraged for finding a small number of local communities specific to each individual. This min-hash approach will exploit the local view of the social network for each node, and construct a local projection of that community for each individual. Then, we will merge the local community projections into a concise set of global communities. We note that since each global community maps onto multiple local community projections, we can achieve a high degree of compression of the community representation with the use of this approach. Furthermore, this provides a natural decomposition and interpretation of the global communities in the context of local characteristics of the data. We will study our results in the context of a number of real and synthetic data sets. We will examine the communities which are determined by using this approach, and show that such communities are far more accurate than those determined by well known global techniques such as those discussed in [8].

This paper is organized as follows. In the next section, we will introduce the quantification framework used to define local communities. In section 3, we will introduce a probabilistic min-hash approach which uses the observations in section 2 in order to determine the communities in the social network. In section 4, we will study the application of these techniques on a number of real and synthetic data sets. We will compare our method to a popular baseline approach. Section 5 contains the conclusions and summary.

1.1 Related work The problem of community detection related to that of finding dense regions in the underlying graph [1, 11, 17, 22]. The problem of community detection is generally defined in the form of a clustering of the underlying network [5, 7, 15, 8, 14, 13, 18, 19, 20]. A survey of a number of important algorithms for community detection is provided in [20]. Discussion of important statistical properties of web communities is discussed in [14]. Evolutionary characteristics of dynamic communities are studied in [2, 6, 7, 12]. The problem of community detection has also been studied in the context of combining node content in order to improve its effectiveness [21, 23].

One of the key shortcomings of social networks is that they tend to treat the entire network in a uniform way. This leads to imbalanced communities with extremely large (but meaningless) communities in dense regions, and extremely small (but incomplete) communities in sparse regions. As this paper suggests, the structure of social networks exhibits certain natural locality properties which allow for the effective decomposition of the community detection problem into a number of smaller subproblems. This paper leverages these locality properties of social networks in order to design effective algorithms for community detection.

2 Intuition: Local Heterogeneity and Succinctness

In this section we present a number of simple intuitions that motivate our community detection approach. Two key properties of most social networks are as follows: (1) The social network is usually sparse, and the degree of each node is small compared to the number of nodes in the network. (2) The social network exhibits considerable variations in the structure and local density over different regions of the data. This is reflected in the well known power-law behavior of node degree distributions [10].

This variation in local density is a challenge to the effective development of techniques for community detection, especially when global statistics are used in order to model the communities. This is because the natural density of different portions of the network is very different. Therefore, the use of any uniform approach for determining communities in different regions will either result in the loss of the ability to detect communities which are located in relatively sparse regions of the network, or in the determination of irrelevant communities in the network. Therefore, we will explore some of the locality characteristics of social networks and design an algorithm for community detection which is based upon this local behavior.

In real life, communities are typically formed as a result of the interaction between particular entities during specific periods of time. Since different periods of
time often lead to interactions with different geographical, interest, professional or student groups, this often leads to communities which may have some overlap but are largely disjoint from one another. It has often been observed that contacts belong in certain typical categories, such as friends from high-school, university or work, as illustrated in Figure 1. Furthermore, friends within each of these categories tend have stronger ties with members of the same category compared to others, although cross-category ties are still possible. In dense regions, some highly-connected bridging members may exist, which may connect unrelated communities, and such regions create a challenge for community detection algorithms. This is because such situations may result in the creation of unbalanced super-communities containing several unrelated members. A global approach of changing parametric descriptions in order to forcibly disconnect such communities may result in very small communities in sparse regions of the social network.

The discussion on local succinctness also suggests that each member belongs to a relatively small number of communities in the network. This suggests that it is possible to effectively decompose the analysis of community structure in a node-specific way without losing efficiency. In order to perform such a local analysis, we need to construct a set-based similarity measure, which characterizes the local cohesiveness of a set of nodes in the social network.

A widely popular similarity measure which is used for sets is the Jaccard coefficient.

**Definition 1. (Jaccard Similarity)** Given two sets \( A \) and \( B \), the Jaccard similarity is defined as follows:

\[
J(A, B) := |A \cap B| / |A \cup B|
\]

Jaccard similarity can also be extended beyond pairs of sets to the multi-set case:

**Definition 2. (Multi-way Jaccard Similarity)** Given a collection of sets \( A_1, \ldots, A_n \), the multi-way Jaccard similarity is defined as follows:

\[
J(A_1, \ldots, A_n) := |\cap_i A_i| / |\cup_i A_i|
\]

This measure has often been used for frequent pattern mining [9]. The case of social networks is particularly challenging because of the local heterogeneity in the underlying communities. Therefore, we will propose a local-community definition for social networks.

**2.1 Local Edge-based Communities** The local edge-based community is defined in terms of the Jaccard coefficient of the neighbor set of that node. In order to understand this measure, we first need to define the edge group affinity in terms of the Jaccard coefficient. Note that we distinguish this from the Jaccard coefficient on the node sets themselves, since the neighbor sets of the nodes are used for definition purposes. The neighbor set of a given node is defined as the set of nodes which are “linked to” by it, along with the node itself. We denote the neighbor set of node \( i \) by \( N(i) \).

**Definition 3. (Edge Group Affinity)** Given a set of nodes \( I \equiv \{i_1, i_2, \ldots, i_K\} \) the group affinity is defined as the multi-way Jaccard similarity of their neighbor sets. This similarity is defined as follows:

\[
J_N(I) := |\cap_{i \in I} N(i)| / |\cup_{i \in I} N(i)|.
\]

We distinguish the group affinity \( J_N() \) from the direct set-based Jaccard \( J() \), since the former is based on the neighbor sets, whereas the latter is based on the sets themselves. The group affinity satisfies the anti-monotonicity property.

**Corollary 2.1. (Anti-Monotonicity)** If \( J \subset I \) then \( J_N(I) \leq J_N(J) \).

The above condition is easy to verify, since the numerator of \( J_N(I) \) is the cardinality of the set intersection, whereas the denominator is the cardinality of the set union. The former reduces with increasing number of sets in the intersection, whereas the latter increases with increasing number of sets in the intersection. Thus results in the anti-monotonicity property.

The group affinity of a set of nodes is clearly dependent upon the behavior of its neighborhood. In particular, the measure depends on the number of hub nodes in its neighborhood. Therefore, we will formalize the concepts of set-neighborhood and hub-nodes.

**Definition 4. (Neighborhood)** A node \( j \) is in the neighborhood of \( I \), if it is connected to at least one node of \( I \). In other words, there exists \( i \in I \) such that \( j \) lies in \( N(i) \).
Definition 5. (Hub Node) A node is a hub-node with respect to \( I \), if it is connected to all nodes of \( I \).

The definitions of hub-node and neighborhood provide us with a natural and intuitive way of understanding the edge-based group affinity.

Observation 1. The value of \( JN(I) \) is the fraction of nodes from the neighborhood of \( I \), which are also hub nodes with respect to \( I \).

A fully isolated clique with \( K \) nodes has a Jaccard affinity of one. Any \( K' \)-node subset of an isolated clique has affinity of \( K'/K < 1 \). A non-isolated clique also has an affinity value less than one. Finally, if \( I \) contains no hub node, then the affinity value is zero.

In practice, as the set size of a community increases, the presence of a hub node becomes significantly less likely. For example, let us compute the edge-based group affinity for the set containing all the nodes in Figure 1. The denominator of the corresponding group affinity expression is equal to the eighteen depicted nodes, plus the four nodes adjacent to the fringe outgoing edges. This yields a total of twenty. However, the numerator is zero, because the group has no hub node, which is connected to all of these twenty nodes. Therefore, the affinity of this group is zero. This is reasonable to expect, since the set of nodes in Figure 1 contain a multitude of different communities which are quite unrelated to one another. On the other hand, many of the smaller communities are much more closely related to one another. Such smaller community values will have non-zero affinity values.

It is often the case in many real social networks, that smaller communities tend to be more tightly knit and have larger group affinities than larger communities. Therefore, it is important to construct the locally relevant communities for each node. These locally relevant communities are leveraged for the purpose of community detection. An important point is that we need some way of quantifying the behavior within the locality of a particular node. We do this by using a tail-thresholding technique. The tail-thresholding technique derives an appropriate Jaccard threshold within the locality of a node by examining the distribution of the pairwise group affinities.

Definition 6. (Tail Thresholding) For a given node \( i \), let \( p_1(i) \ldots p_n(i) \) represent the pairwise group affinities for the \( n \) different 2-element sets containing \( i \) and each of the \( n \) different nodes. In other words, we have \( p_r(i) = JN(I, \{i, r\}) \). Let \( \mu(i) = \sum_{r=1}^{n} p_r(i)/n \). Then, the tail threshold \( T(i) \) for node \( i \) is defined by \( \mu(i) \).

The aim of defining tail thresholds separately for each node is to make it sensitive to the behavior of that locality. We can now use this threshold in order to define local edge-based communities.

Definition 7. (Local Edge-based communities) A local edge-based community for node \( i \) is a maximal set of nodes \( G \) which satisfy the following conditions:

- \( G \) contains node \( i \)
- The edge-based group affinity is above the tail threshold \( T(i) \) for node \( i \). In other words, we have \( JN(G) > T(i) \), and there is no superset \( G' > G \) such that \( JN(G') > T(i) \).

The local communities are eventually converted into a more consolidated set of communities. We will describe the motivation of this process below.

2.2 Consolidating the Local Mosaic of Communities

A more compact and consolidated set of communities is more useful for data mining purposes. Furthermore, the local community for a particular node may not reflect all the members which are relevant to the underlying base community. For example, in the case of Figure 1, the local school-related community for any particular node may be pieced together with the other school-related nodes, in order to create a more coherent and complete community.

Once the local communities have been determined, we work with this set directly, and do not need to use edge-linkage behavior within this set. Rather, we use the set relationships between the different local communities in order to consolidate them. Specifically, we determine patterns from the local communities which share a large number of nodes and perform the consolidation process. In order to achieve this goal, we use the Jaccard coefficient between the different node sets. Therefore, the measure is defined with the direct use of the node set based Jaccard \( J() \) rather than the linkage based Jaccard \( JN() \). This is because we are interested in the edge-linkage behavior only at the local level in order to ensure that the differing density in different parts of the graph is properly accounted for. At the end of the first phase, the local heterogeneity has already been accounted for in the min-hash sampling process. Thus, we can work with the patterns obtained at the end of the first phase in a global way, without fear of loss of important communities. We further note that the local succinctness property also implies that the social network can be expressed in terms of a small number of local communities. This implies that the second step of consolidating the local communities is also tractable in practice.
3 The Local Min-Hash Scheme for Community Detection

In this section, we will discuss a local min-hash scheme for community detection in social networks. We use this approach as a proxy for effective pattern sampling in a way which accounts for the heterogeneities in the underlying network structure. The min-hash technique [9] is very useful in determining the normalized correlations between sets of nodes. It was first used [9] in the context of determining normalized associations between sets of items. Subsequently, it was used for characterizing the underlying structure of large dense graphs [11] by examining link correlations. This min-hash scheme works by first summarizing the entire social network in a single data structure of compressed size. This data structure can typically be held in main memory. Then, we create a small-size description of the underlying communities in the data. We will see that such an approach is flexible enough to accommodate both a local and global view. This provides a better understanding of how the communities relate both at the local and the global level. We will also see that this leads to a balanced clustering in which the heterogeneous nature of the community across the network is properly accounted for.

In order to represent the social network, we use the conceptual representation of a node-node adjacency matrix. For a network containing \( n \) nodes, we create a \( n \times n \) matrix, in which the entry \((i, j)\) is 1 if the node \( i \) is linked to node \( j \). Otherwise the entry \((i, j)\) is set to 0. All diagonal entries are always set to 1. Since we assume that “friendship linkages” are bi-directional, this matrix is symmetric in nature. In practice, this representation cannot be used efficiently, because the matrix is very sparse, and the number of nodes may be too large to maintain the entire \( n \times n \) matrix explicitly.

In order to explain the approach further, we will first introduce the min-hash scheme for community detection. We sort the rows of this adjacency matrix, and determine the index of the first row for each column for which any of these entries are 1. It can be shown that the probability that these indices are the same for a pair of columns \( i \) and \( j \) is equal to the Jaccard coefficient used to measure the affinity between two nodes. This is because the denominator of the Jaccard Coefficient corresponds to a union event on set membership, whereas the numerator corresponds to the intersection event. The intersection event occurs if and only if all the min-hash indices for that set of columns are the same. Thus, by repeating this approach \( k \) times, it is possible to estimate the Jaccard coefficient by computing the fraction of times (in the sample) that the Jaccard coefficient is the same between the two columns. In practice, the actual matrix is not used in order to perform the estimation, because we can work with only the edges incident to a node, as discussed below.

We construct \( k \) different random sort-orders of the nodes. For each node \( i \) and the \( p \)th sort-order \((q \in \{1 \ldots k\})\), we examine its links, and determine the node index \( Q(p, i) \) for the first node linked to \( i \) in this sort order. Thus, for each node \( i \), we determine \( k \) different minimum indices, which are denoted by \( Q(1, i), Q(2, i), \ldots Q(k, i) \). This creates a matrix \( M \) of size \( k \times n \). For modest values of the sample factor \( k \), this matrix can be held in main memory. This is because we make the assumption that \( k \) is much smaller than \( n \). All subsequent computations will be performed with the use of this summary structure which is held in main memory. We make the observation, that the Jaccard coefficient for a set of nodes \( S \) can be estimated by determining the fraction of the \( k \) rows in \( M \) for which all columns corresponding to \( S \) take on the same value.

We summarize as follows:

**Observation 2.** For a given set \( S = \{i_1 \ldots i_r\} \), the Jaccard-coefficient \( J_\mathcal{A}(S) \) for the set is given by the fraction of rows from \( M \), such that each such row \( j \) satisfies the following relationship:

\[
(3.1) \quad Q(j, i_1) = Q(j, i_2) = \ldots = Q(j, i_r)
\]

The min-hash index is used in order to construct a transactional representation of the underlying data. For each row, we partition the set \( Q(j, 1) \ldots Q(j, n) \) into groups for which the min-hash index values are the same. For each such partition, we create a categorical transaction containing the indices of the corresponding columns. For example, if a partition contains \( \{Q(j, 3), Q(j, 104), Q(j, 232), Q(j, 723)\} \), then we create the transaction \( T_j = \{3, 104, 232, 723\} \). We can construct transactions \( T_1 \ldots T_h \) corresponding to the different equi-index partitions from a single row. This process is repeated for each value of \( j \in \{1 \ldots k\} \), and the transactions from each set are added to \( \mathcal{T} \). We make the following observation:

**Observation 3.** Let \( \mathcal{T} \) be the transactions constructed from the min-hash index set. Then, the group affinity of a set of nodes \( S \) is equal to the absolute support of \( S \) in \( \mathcal{T} \) divided by \( k \).

The absolute support of set \( S \) is defined as the raw number of transactions which contain the set \( S \). We note that the above transformation converts the first stage of the problem of local community pattern mining to a version of the frequent pattern mining problem. However, the standard frequent pattern mining problem uses a single global support in order to mine the patterns. This is not helpful for the case of our problem.
because we need to determine communities which are \textit{locally relevant}. However, in this case, we need node-specific supports in order to determine the relevant patterns. In the next section, we will study this problem and a possible solution.

### 3.1 Determining Local Communities

As discussed earlier, the local communities are defined based on a local threshold \( T(i) \) which is used in order to define the importance of the community specific to node \( i \). This threshold \( T(i) \) translates into an item-specific (or more accurately node-specific) support for the frequent pattern mining problem. A straight forward solution is to determine the frequent patterns for node \( i \) independently with the support value of \( T(i) \), by considering only the portion of the database containing node \( i \). This is however not an efficient solution to the problem, since we need to determine communities which are close together. In the extreme case, when all values of \( T(i) \) are the same, the problem translates to one application of the standard frequent pattern mining problem. A better solution is to create a pattern mining algorithm which can efficiently determine the underlying frequent patterns in the data. Therefore, we formalize this problem as follows:

**Problem 1. (Local Frequent Patterns)**

Determine any locally frequent pattern \( P \) from transaction set \( T \) with respect to local supports \( T(1), \ldots, T(n) \), such that the support of \( P \) in \( T \) is at least \( \min_{i \in P} T(i) \).

In practice, there are tremendous numbers of overlaps in the local frequent patterns for different nodes, especially if the values of \( T(i) \) for different nodes are close together. In the extreme case, when all values of \( T(i) \) are the same, the problem translates to one application of the standard frequent pattern mining problem. A better solution is to consolidate the determination of frequent patterns. An important property of this formulation is that it continues to satisfy a \textit{weak version} of the downward closed property. In [16], it has been shown how the problem of finding frequent patterns with multiple minimum supports can be solved effectively. We use this approach in order to mine the local frequent patterns from the underlying data.

Since the min-hash scheme is a randomized approach for determination of the communities, a natural question which arises is about the accuracy of the determination of the local communities. If the local communities are determined accurately, then the final set of communities will also be extremely accurate. In general, we would like to determine the probability of a false positive and false negative with the use of this approach. Therefore, we define the concept of \( \delta \)-false positives and \( \delta \)-false negatives.

**Definition 8.** A set of nodes \( P \) is a \( \delta \)-false positive, if the Jaccard affinity in the original data is less than \( \min_{i \in P} T(i) \), but it is reported as a valid local community by the min-hash approximation with an estimated affinity of at least \( \min_{i \in P} T(i) \cdot (1 + \delta) \).

Similarly, we can define the concept of a \( \delta \)-false negative.

**Definition 9.** A set of nodes \( P \) is a \( \delta \)-false negative, if the Jaccard affinity in the original data is larger than \( \min_{i \in P} T(i) \), but it is not reported as a valid local community by the min-hash approximation scheme, since the estimated affinity is less than \( \min_{i \in P} T(i) \cdot (1 - \delta) \).

We note that the concept of \( \delta \)-false negatives and \( \delta \)-false positives are a generalization of the concept of false negatives and false positives. If the probability of \( \delta \)-false positives and \( \delta \)-false negatives is extremely low for small values of \( \delta \), then we can practically obtain high quality approximations of the corresponding patterns, since we are assured that only false positives which are close to the threshold support have any chance of being erroneous, and the missed patterns can also be recovered by resetting thresholds appropriately. Furthermore, we can reset the thresholds by \((1 + \delta)\) and \((1 - \delta)\) to determine approximate subsets and supersets of the true patterns, and then use one more pass over the data in order to determine the exact set of patterns with high probability. We can show the following results:

**Theorem 3.1.** The probability that a given set of nodes \( P \) is a \( \delta \)-false positive for a min-hash sample of size \( k \) is given by at most \( e^{-\delta^2 \cdot k \cdot \min_{i \in P} T(i)/4} \).

**Proof.** Let \( Z_i \) be a 0-1 indicator variable which determines whether or not the \( i \)th sample of the min-hash contains the pattern \( P \). Then, the random variable which denotes the value reported by the min-hash scheme is given by \( Y = \sum_{i=1}^{k} Z_i \). Let \( v \) be the expected value of the random variable \( Y \). Since \( v \) is at most \( k \cdot \min_{i \in P} T(i) \), we can pick some value of \( \phi > 0 \), so that \( v = \min_{i \in P} T(i)/(1 + \phi) \). Therefore, the probability that a pattern is a \( \delta \)-false positive is given by \( P(Y > k \cdot (1 + \delta) \cdot (1 + \phi) \cdot v) \). Therefore, by using the Chernoff bound, we have:

\[
P(Y > k \cdot (1 + \delta) \cdot (1 + \phi) \cdot v) \leq e^{-v \cdot (\delta + \phi + \delta \cdot \phi)^2/4} \\
\leq e^{-v \cdot (\delta + \delta \cdot \phi)^2/4} \leq e^{-v \cdot \delta^2 \cdot (1 + \phi)^2 \cdot v/4} \\
= e^{-k \cdot \delta^2 \cdot (1 + \phi) \cdot \min_{i \in P} T(i)/4} \leq e^{-K \cdot \delta^2 \cdot \min_{i \in P} T(i)/4}
\]

The result follows.
Algorithm ConsolidateCommunities

begin
\( \mathcal{R} = \text{Set of } n_g \text{ randomly sampled patterns from } \mathcal{L}; \)
\textbf{Phase I} 
repeat
Assign each pattern in \( P \in \mathcal{L} \) to the seed \( S \in \mathcal{R} \) for which \( J(P, S) \) is as large as possible;
Let \( Q_i \subseteq \mathcal{L} \) be the set of patterns assigned to the \( i \)th seed (where \( i \in \{1 \ldots n_g\} \));
Determine the nodes which occur in at least \( f_{min} \times |Q_i| \) patterns of \( Q_i \) and let \( P_i \) be the set of such nodes;
Reset \( R \) by replacing the \( i \)th seed by \( P_i \);
Eliminate any centroid in \( \mathcal{R} \) to which fewer than \( n_{thresh} \) data points were assigned and replace by randomly sampled patterns from \( \mathcal{L}; \)
\textbf{until}(termination criterion 1);
\textbf{Phase II} 
repeat
Assign each node in the graph to the pattern \( P_i \) from \( \mathcal{R} \) so that the node has the maximum number of incident links to \( P_i \);
Redefine the set \( P_i \) as the set of nodes assigned to the corresponding cluster;
{ The sets \( P_1 \ldots P_{n_g} \) define disjoint communities at this point ]
Redefine \( \mathcal{R} \) with the new values of \( P_1 \ldots P_{n_g} \);
\textbf{until}(termination criterion 2);
report the sets \( P_1 \ldots P_{n_g} \) as the set of communities in the data;
end

Figure 2: Consolidating Local Communities

We can prove a similar result for the case of \( \delta \)-false negatives. In this case we use the lower tail Chernoff bound.

Theorem 3.2. The probability that a given set of nodes \( P \) is a \( \delta \)-false negative for a min-hash sample of size \( k \) is given by at most \( e^{-\delta^2 k \cdot \min_n \exp(-T(i)/2)} \).

3.2 Consolidating Local Communities

The local communities determined in the previous section need to be consolidated into a final set of compact communities. This is because the min-hash technique of the previous section will create a large number of overlapping communities which need to be consolidated into a coherent set of communities. For this purpose, we use the parameter \( n_g \) which determines the number of communities into which we wish to summarize the patterns. The choice of a smaller value of \( n_g \) leads to a higher level of summarization, whereas larger values of \( n_g \) lead to better granularity and detail. We use a two phase approach in which the first phase pieces together local communities in order to create the cores of the locally relevant communities, whereas the second phase then re-constructs these cores in a more comprehensive way with an iterative approach. For the first phase, we use a partitional methodology in which we start off with \( n_g \) different seeds denoted by \( \mathcal{R} \), which are sampled from the local community set. These seeds are then used to successively re-group the local patterns by using iterative assignment of the local patterns to the different centroids. Each pattern is assigned to the centroid with which it has the largest Jaccard similarity. In the second phase, nodes are assigned to communities to which they have the largest link-based similarity.

Let \( \mathcal{L} \) be the set of local patterns determined with the use of local frequent-pattern mining algorithms. We sample \( n_g \) patterns from the set \( \mathcal{L} \) in order to create the seed set \( \mathcal{R} \). This seed set \( \mathcal{R} \) is successively refined in two phases. In the first phase, we compute the Jaccard similarity between each pattern in \( \mathcal{L} \), and each of the seed sets in \( \mathcal{R} \). For each pattern \( P \in \mathcal{L} \) and seed \( S \in \mathcal{R} \), we compute the Jaccard coefficient \( J(P, S) \), and assign pattern \( P \) to the seed for which it has the largest such similarity value. The set of patterns from \( \mathcal{L} \) which are assigned to the \( i \)th seed are denoted by \( Q_i \). Once the assignment is performed, we recompute the set \( \mathcal{R} \), by using a frequency-truncated centroid of the data points assigned to a given pattern in \( \mathcal{R} \). The frequency-truncated centroid of the set of patterns \( Q_i \) is a set of nodes \( P_i \). The set \( P_i \) is computed by determining the set of nodes which occur in at least a fraction \( f_{min} \) of the patterns in \( Q_i \).

Some seeds from \( \mathcal{R} \) may not be assigned many patterns from \( \mathcal{L} \). Such seeds are outlier patterns, and can be discarded. Specifically, we discard all those centroids (or community cores) from \( \mathcal{R} \) for which fewer than \( n_{thresh} \) members\(^1\) are assigned. These cores are replaced by randomly chosen patterns from the set \( \mathcal{L} \). The repeated use of the above approach results in successively refined community cores. This approach is repeated iteratively. The termination criterion is that the average Jaccard coefficient between assigned patterns and their cluster seeds does not change by more than 1\% from the last iteration. This is the end of the first phase, which provides the “core” of the different communities. However such cores may have overlap with one another, and may also miss some of the nodes entirely. In the second phase, we use these cores in order to re-define a crisper set of communities.

While the first phase is based on the use of the Jaccard Coefficient between patterns and seeds, the second phase is based on comparing the link behavior of nodes to individual seeds. The aim of the second phase

\(^1\)For the purpose of implementation, we use \( n_{thresh} = 3 \).
is to re-organize the cores in a more comprehensive way with the use of link behavior. The cores of the second phase is inherited from the cores at the end of the first phase. As in the case of the first phase, the approach is iterative, in which the cores are successively refined, and the overlap between the different seeds are eliminated. Each node is assigned to the core which shares the maximum number of nodes in its linked neighborhood. Since the initial cores may be missing many nodes, it is possible that some nodes may not be assigned to any pattern at all. However, more and more nodes will be included in the cores in successive iterations, because of the use of linkage based assignment. As in the previous case, we keep track of the average objective function which is implicit in the assignment of nodes to the different communities. In this case, the objective function is defined as the average fraction of links of a node which point to the assigned community. The second phase is terminated, when this objective function does not improve by more than 1% in any particular iteration. The overall approach for consolidating local communities is illustrated in Figure 2.

4 Experimental evaluation

We tested the effectiveness of our approach on a number of real and synthetic data sets. As a baseline, we used the well known Newman algorithm \[8\].\(^2\) We will first demonstrate the effectiveness of our approach with the use of a case-study on the DBLP data set. Then, we will use concrete quantitative measures in order to illustrate the superiority of our scheme. We will show that the local community-detection approach is able to adjust well to the varying density in different parts of the network and generate more balanced clusters which are qualitatively superior.

4.1 Data Sets

The algorithm was tested on three data sets: two real data sets and one synthetic data set. In particular, the two real data sets we used were the well-known \textit{DBLP data set}\(^3\) and a \textit{Condensed Matter Collaboration Network data set}\(^4\). The DBLP data set models co-author relationship among researchers, in which nodes correspond to authors, and edges correspond to co-author relationships between nodes. In the experiment, only those researchers who have no less than 5 papers were used for experimental purposes. The other real data set is the \textit{Condensed Matter Collaboration Network data set} which models scientific collaborations between authors with papers in the topic of Condensed Matter Physics in arXiv. It has 21,363 nodes and 182,628 edges. Besides the two real data sets, one synthetic data set was generated by the R-Mat data generator \(^5\). In order to generate this data set, we used input parameters to be \(a = 0.25, b = 0.25, c = 0.25, S = 16,\) and \(E = 200000\) (using the CMU NetMine notations). For community detection purposes, all the data sets were pre-processed in a way that only the largest single connected component was kept. This is also a basic input requirement of Newman algorithm. In the next sections, we will examine the relative effectiveness of the local community detection algorithm with the Newman algorithm with the use of both case studies and some more concrete effectiveness measures which are discussed below.

4.2 Effectiveness Measures

In order to measure the effectiveness of the approach we used an \textit{interest-ratio based link purity measure}. The idea was to remove some of the nodes and their incident edges from the data, and perform the clustering on the remaining data set. In practice, about 10% of nodes were removed for testing purposes. We test how well their links relate to the different clusters which were created without the use of these nodes. The nodes which were removed from the data during the clustering phase are referred to as \textit{test nodes}. Ideally, we would like the links of a given (test) node to belong to a single community as far as possible. Therefore, for a given test node \(i\), we determine the \textit{dominantly linked community} as the community to which the node \(i\) links the most. The \textit{dominant purity} \(p_i\) of node \(i\) is defined as the fraction of the links of node \(i\) which are incident on the dominant community. While this may seem like a good measure, it has the flaw that it is not very sensitive to the distribution of points among communities. For example, a trivial solution in which most nodes belong to a single community would result in a dominant purity value of 1 for most nodes. In order to deal with the issue of group cardinality distributions, we define the \textit{dominant interest ratio} \(I_i\) of a node \(i\) as the ratio of the dominant purity of node \(i\) to the fraction of the total number of network nodes which are contained in the dominantly linked community of node \(i\). Let \(N\) be the total nodes in the entire network, and \(C_i\) be the total number of nodes in the dominant community of node \(i\). Then the dominant interest ratio \(I_i\) can be defined as follows:

\[
I_i = \frac{p_i}{C_i/N}
\]

The idea here is that the denominator of the expression (fraction of nodes in the dominantly linked cluster...
of node $i$) would define the expected cluster purity in a completely random partitioning of the nodes. The overall effectiveness measure is the average of all the dominant interest ratios of the different test nodes. Thus, we average the value of $I_i$ for all test nodes $i$.

4.3 Case Studies In order to provide an intuitive idea of why the local community detection scheme performed well, we studied the communities created by the scheme on the DBLP data set. In both cases, we generated 400 communities. It turned out that the sizes of the communities were much more skewed in the case of the Newman algorithm, as compared to the local community detection algorithm. Many of the larger communities in the case of the Newman algorithm were putting together dense regions of the DBLP collaboration graph in order to create communities which correspond to completely unrelated topic areas. For example, the Newman algorithm created two very large communities each of which contained about 20% of the DBLP authors, when we ran the algorithm with an input parameter of 400 communities. On the other hand, for the same input parameter, the largest community in the case of the local community detection algorithm contained less than 1% of the total authors. One of these large communities generated by the Newman algorithm contained the following set of authors:

\begin{itemize}
  \item Jiawei Han, Mani Srivastava, Rajeev Alur, Donald Towsley, Barbara Liskov ...
\end{itemize}

All of these authors are well recognized in various areas of data, text or web mining. In addition, the community also contained a number of students of these faculty members. Most communities which were determined by the local approach were typically of balanced size, and contained a tightly knit community of core members. In order to understand this better, we will examine the distribution of the data points in different communities by the two schemes, when we used an input parameter of 400 communities. The results are illustrated in Figure 3. The histogram illustrates the number of communities, each of which contains a particular (range of) percentage of the entire social network population. All communities determined by the local algorithm were modestly sized, and most contained between 0.2% to 1% of the base population. There was no community with more than 1% of the population. On the other hand the Newman algorithm constructs two communities with more than 20% of the data points, and another pair with between 10% and 20% of the data points. These four communities contained more than 70% of the overall social network population on the aggregate. As discussed in the examples above the members in this 70% of the population are often quite diverse, and do not provide an interesting overview of the community behavior in the social network. At the same time, the Newman algorithm constructed a very large number of extremely small communities with less than 0.2% of the social network population. These two extremes correspond to the dense and sparse regions of the social network, which are treated in a very different way by the Newman algorithm, because of its uniform approach to inherently heterogeneous data. Neither of these extremes is helpful in determining interesting communities. On the other hand, as we will show with the help of quantitative measures in the next section, the local algorithm was able to determine interesting and coherent communities of modest size.

4.4 Quantitative Effectiveness Results In addition to the case study discussed above, we also tested...
our approach with the use of more concrete quantitative measures. Specifically, we used the statistical interest-based quantitative measures which are described in an earlier subsection. In each case, we will show that our approach is able to significantly outperform Newman's well known technique in terms of the interest measures. Thus, this provides a more concrete validation of what we have already demonstrated with the use of the case-studies discussed above.

In Figure 4, we have illustrated the variation in quality with an increasing number of communities. The number of communities is illustrated on the X-axis, whereas the interest ratio is illustrated on the Y-axis. The number of communities on the X-axis varied between 200 and 1600. The size of the min-hash sample was fixed at 400. It is clear that our local community detection scheme is significantly superior to the Newman algorithm in terms of the statistical interest ratio. It is important to note that the Y-axis is on a logarithmic scale, and the local min-hash technique outperforms the Newman method by between one and two orders of magnitude. For example, when we set the number of communities at 400, the average interest ratio for the local min-hash scheme was 2621.38, whereas that for the Newman method was 83.5063. A second broad trend which we observed was that the interest ratios increased with the number of communities. This is because the use of a larger number of communities is able to separate out the distinct communities (and sub-communities) much better. It is also evident from Figure 4, that this trend is more pronounced for the local min-hash technique, as compared to the Newman algorithm. For example, when we tested the scheme with an input community cardinality parameter which was set at 200 communities, the average interest ratios for the min-hash and Newman schemes were 871.771 and 81.9612 respectively. When we used an input parameter of 1600 communities, the average interest ratios for the min-hash scheme increased to 4525.42, whereas that for the Newman scheme increased to 87.1342. Thus, the effectiveness of the local min-hash technique increased by a factor of 5.19, whereas that of the Newman algorithm increased by a factor of only 1.06. The difference in trends with increasing number of communities for the two schemes is because the min-hash technique is able to discriminate among the
different communities better over different parts of the network as the number of communities increases. The effect of locality becomes even more crucial for the case of fine-grained community construction. This is not quite as true for the Newman algorithm in which some of the coarser communities in some local portions of the network do not get discriminated better with increasing number of communities.

In Figure 5, we have illustrated the variation in the effectiveness of the schemes with increasing min-hash size. In this case, we fixed the number of communities at 400. We note that the Newman technique does not use a min-hash approach, and therefore its effectiveness is simply a horizontal line on the chart as a baseline. The min-hash size is illustrated on the X-axis, whereas the effectiveness in terms of the average interest ratio is illustrated on the Y-axis. The results show that while it is possible to increase the effectiveness of the scheme by increasing the min-hash sample size, the results of the local community detection algorithm are quite robust to the use of different sample sizes. Furthermore, the local community detection technique outperforms the Newman algorithm over all ranges of the min-hash sample sizes. Even, at the lower-end of the min-hash sample size of 200, the local community detection technique outperforms the Newman algorithm by a factor of about 30.87. The robustness of the min-hash sample size suggests that it may be possible to work effectively at the lower end of the sample sizes in order to achieve very good results.

The trends with increasing number of communities for the Condensed Matter Collaboration Network Data Set are illustrated in Figure 6. The min-hash sample-size was fixed at 200. In this case, the trends with the increasing number of communities are even more pronounced. For example, at the lower end, when only 100 communities are used, the local community detection outperforms the local min-hash technique by a factor of about 1.69. On the other hand, at the higher end, when we use 1600 communities, the local min-hash scheme outperforms the Newman algorithm by a much greater factor of 18.00. With an increase in the number of communities, the importance of heterogeneity in locality increases, and therefore the local scheme performs much more effectively than the global scheme. The variations in effectiveness with increasing min-hash sample size for this data set are illustrated in Figure 7. The number of communities was fixed at 200. In this case, there was more variation in effectiveness with the sample size for the local community detection, as compared to the DBLP data set. However, even in this case, the local community detection was very robust and significantly outperformed the Newman algorithm over the entire range of sample sizes.

The results for the R-MAT synthetic data set with increasing number of communities are illustrated in Figure 8. The min-hash sample size was fixed at 400. In this case, the Newman algorithm was almost completely invariant on quality with increasing number of communities. On the other hand, the local community detection approach improved significantly with increasing number of communities. The variation with increasing sample-size is illustrated in Figure 9. The number of communities was fixed at 800. As in previous cases, the min-hash scheme was extremely robust to the use of different sample-sizes, and was significantly superior to the Newman algorithm over the entire range of tested parameters. Thus, the results suggest that the use of the local approach offers significant advantages for community detection in heterogeneous social networks, and this advantage increases when more fine grained communities are determined. In many cases, our approach provides orders of magnitude advantage in the quality of the underlying communities, because it focuses on determining interesting local variations with a carefully designed min-hash technique.
5 Conclusions and Summary
In this paper, we examined the problem of community detection in social networks from the perspective of the heterogeneity of the link density in the social networks. Such heterogeneous densities can result in an inability of global algorithms to behave in a balanced way across dense and sparse regions of the network. For example, this could result in a global algorithm either chaining together irrelevant members in a single community, or it could result in very small communities in sparse regions of the network. As an example, we studied a well known algorithm by Newman, and showed (both by case studies and aggregate quantitative results), that the local approach proposed by our method is significantly superior to this algorithm. This is because our method uses carefully designed local methods in order to extract interesting patterns from all parts of the network. This can adapt well to local variations in density and provide coherent and balanced clusters over the entire social network.
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