Network Embedding as Matrix Factorization: Unifying DeepWalk, LINE, PTE, and node2vec

ABSTRACT
Since the invention of word2vec [25, 26], the skip-gram model has significantly advanced the research of network embedding, such as the recent emergence of DeepWalk, LINE, PTE, and node2vec approaches. In this work, we show that all of the aforementioned models with negative sampling can be unified into the matrix factorization framework with closed forms. Our analysis and proofs reveal that: (1) DeepWalk [28] empirically produces a low-rank transformation of a network’s normalized Laplacian matrix; (2) LINE [35], in theory, is a special case of DeepWalk when the size of vertices’ context is set to one; (3) As an extension to LINE, PTE [34] can be viewed as the joint factorization of multiple networks’ Laplacians; (4) node2vec [15] is factorizing a matrix related to the stationary distribution and transition probability tensor of a 2nd-order random walk. We further provide the theoretical connections between skip-gram based network embedding algorithms and the theory of graph Laplacian. Finally, we present the NetMF method as well as its approximation algorithm for computing network embedding. Our method offers significant improvements over DeepWalk and LINE (up to 38% relatively) in conventional network mining tasks. This work lays the theoretical foundation for skip-gram based network embedding methods, leading to a better understanding of latent network representations.
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1 INTRODUCTION
The conventional paradigm of mining and learning with networks usually starts from the explicit exploration of their structural properties [12, 30]. But many of such properties, such as betweenness centrality, triangle count, and modularity, require extensive domain knowledge and expensive computation to handcraft. In light of these issues, as well as the opportunities offered by the recent emergence of representation learning [1], learning latent representations for networks, a.k.a., network embedding, has been recently extensively studied in order to automatically discover and map a network’s structural properties into a latent space.

Formally, the problem of network embedding is often formalized as follows: Given an undirected and weighted graph $G=(V, E)$ with $V$ as the node set and $E$ as the edge set, the goal is to learn a function $V \rightarrow \mathbb{R}^{d \times d}$ that maps each vertex to a $d$-dimensional ($d \ll |V|$) latent representation that captures the structural properties of $G$.

Table 1: The closed matrix forms that are implicitly approximated and factorized by DeepWalk, LINE, PTE, and node2vec.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Closed Matrix Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepWalk</td>
<td>$\log { \text{vol}(G) \left( \frac{1}{d} \sum_{i=1}^{d} (D^{-1} A_i)^{d^{-1}} \right) - \log b }</td>
</tr>
<tr>
<td>LINE</td>
<td>$\log { \text{vol}(G) D^{-1} A^{-1} } - \log b }</td>
</tr>
<tr>
<td>PTE</td>
<td>$\log \left{ \alpha \text{vol}(G) D^{-1} \left( D^{-1} A_{ew} (D^{-1} e w)^{-1} \right) + \beta \text{vol}(G) D^{-1} \left( D^{-1} A_{ew} (D^{-1} e w)^{-1} \right) \right} - \log b }</td>
</tr>
<tr>
<td>node2vec</td>
<td>$\log \left{ \frac{1}{\sum_{i=1}^{d} \sum_{u=1}^{n} \sum_{v=1}^{n} \sum_{c=1}^{c} \text{vol}(X) D^{-1} (X_u D^{-1} X_v e w)^{-1} \right} - \log b }</td>
</tr>
</tbody>
</table>

The output representations can be used as the input of mining and learning algorithms for a variety of network science tasks, such as label classification and community detection.

The attempt to address this problem can date back to spectral graph theory [10] and social dimension learning [36]. Its very recent advances have been largely influenced by the skip-gram model originally proposed for word embedding [25, 26], whose input is a text corpus composed of sentences in natural language and output is the latent vector representation for each word in the corpus. Notably, inspired by this setting, DeepWalk [28] pioneers network embedding by considering the vertex paths traversed by the random walks over networks as the sentences and leveraging skip-gram for learning latent node representations. With the advent of DeepWalk, many network embedding models have been developed, such as LINE [35], PTE [34], and node2vec [15].

The above models have thus far been demonstrated quite effective empirically. However, the theoretical mechanism behind them is much less well-understood. We note that the skip-gram with negative-sampling for word embedding has been shown to be an implicit factorization of certain word-context matrix [21]. But it is unclear what is the relation between the word-context matrix and the network. Moreover, there was an early attempt to theoretically analyze DeepWalk’s behavior [47]. However, their main theoretical results are not fully consistent with the setting of the original DeepWalk paper (See the detailed discussion in Section 2.2). In addition, despite the superficial similarity between DeepWalk, LINE, PTE, and node2vec, there is a lack of deeper understanding of their underlying connections.

Contributions In this work, we provide several theoretical results concerning several existing skip-gram inspired network embedding methods. More concretely, we first show that all of four models we
mentioned—DeepWalk, LINE, PTE, and node2vec—are in theory performing implicit matrix factorization. We derive the closed form of the matrix for each model (see Table 1 for a summary). For example, DeepWalk (random walks over a graph + skip-gram) is in essence implicitly first approximating the closed-form matrix and then factorizing the approximated matrix.

Second, observed from their matrices’ closed forms, we find that, interestingly, LINE can be seen as a special case of DeepWalk, when the window size \( T \) of surrounding contexts is set to 1 in skip-gram. Further, we demonstrate that PTE, as an extension of LINE, is actually an implicit factorization of the joint matrix of multiple networks.

Third, we discover new theoretical connection between DeepWalk’s implicit matrix and graph Laplacians. Based on the connection, we propose a new algorithm NetMF to approximate the closed form of DeepWalk’s implicit matrix. By explicitly factorizing this sparse matrix based on OVD, our experimental results in four networks (used in the DeepWalk and node2vec approaches) demonstrate NetMF’s outstanding performance (relative improvements by up to 38%) over DeepWalk and LINE.

2 THEORETICAL ANALYSIS AND PROOFS

In this section, we present the detailed theoretical analysis and proofs for four popular network embedding approaches: LINE, PTE, DeepWalk and node2vec.

2.1 LINE and PTE

LINE [35] We start our analysis of LINE with the second order proximity (aka LINE (2nd)). LINE (2nd) aims to learn two representation matrices \( X, Y \in \mathbb{R}^{|V| \times d} \), where their rows are denoted by \( x_i \) and \( y_i \), \( i = 1, \ldots, n \). The objective function of LINE (2nd) is to maximize

\[
\ell = \sum_{i=1}^{|V|} \sum_{j=1}^{|V|} A_{ij} \log g(x_i^\top y_j) + b \mathbb{E}_{j \sim \mathcal{P}_N}[\log g(-x_i^\top y_j)]
\]

where \( g(\cdot) = 1/(1 + \exp(-\cdot)) \) is the sigmoid function; \( b \) is the parameter for negative sampling; \( \mathcal{P}_N \) is known as the noise distribution that generates negative samples. In LINE, the authors empirically set \( \mathcal{P}_N(i) \sim d_i^{-1/2} \). In our analysis, we assume \( \mathcal{P}_N(i) \sim d_i \) because the normalization factor has a closed form solution in graph theory, i.e., \( \mathcal{P}_N(i) = d_j/\text{vol}(G) \).

Rewrite the objective function to be

\[
\ell = \sum_{i=1}^{|V|} \sum_{j=1}^{|V|} A_{ij} \log g(x_i^\top y_j) + b \mathbb{E}_{j \sim \mathcal{P}_N}[\log g(-x_i^\top y_j)]
\]

and explicitly express the expectation term as

\[
\mathbb{E}_{j \sim \mathcal{P}_N}[\log g(-x_i^\top y_j)] = \frac{d_j}{\text{vol}(G)} \log g(-x_i^\top y_j)
\]

By combining Eq. 1 and Eq. 2, and considering the local objective function for a specific pair of vertices \((i, j)\), we have

\[
\ell(i, j) = A_{ij} \log g(x_i^\top y_j) + b \frac{d_i d_j}{\text{vol}(G)} \log g(-x_i^\top y_j).
\]

Let us define \( z = x_i^\top y_j \) and take the derivative w.r.t. \( z \), we have

\[
\frac{\partial \ell(i, j)}{\partial z} = A_{ij} g(-z) - b \frac{d_i d_j}{\text{vol}(G)} g(z).
\]

Setting the derivative to be zero reveals

\[
e^{2z} - \left( \frac{\text{vol}(G) A_{ij}}{b d_i d_j} - 1 \right) e^z - \text{vol}(G) A_{ij} = 0.
\]

The above quadratic equation has two solutions \( 1 \) \( e^z = -1 \), which is invalid; and \( 2 \) \( e^z = \frac{\text{vol}(G) A_{ij}}{b d_i d_j} \), i.e.,

\[
x_i^\top y_j = z = \log \left( \frac{\text{vol}(G) A_{ij}}{b d_i d_j} \right).
\]

Writing Eq. 3 in matrix form, LINE (2nd) is factorizing matrix

\[
\log \left( \text{vol}(G) D^{-1} A D^{-1} \right) - \log b = X Y^\top,
\]

where \( \log(\cdot) \) denotes element-wise matrix logarithm. Similarly, LINE with first order proximity (aka LINE (1st)) is factorizing the same matrix under the constraint that \( X = Y \), i.e.,

\[
\log \left( \text{vol}(G) D^{-1} A D^{-1} \right) - \log b = X X^\top.
\]

PTE [34] PTE is an extension of LINE (2nd) in heterogeneous text networks. To achieve this, we first adopt our analysis of LINE (2nd) to bipartite networks. Consider a bipartite network \( G = (V_1 \cup V_2, E) \) where \( V_1, V_2 \) are two sets of vertices and \( E \subseteq V_1 \times V_2 \). Similarly, we have the bipartite adjacency matrix \( A \in \mathbb{R}^{|V_1| \times |V_2|} \) and \( \text{vol}(G) = \sum_{i=1}^{|V_1|} \sum_{j=1}^{|V_2|} A_{ij} \). The goal is to learn a representation \( x_i \) for each vertex \( v_i \in V_1 \) and a representation \( y_j \) for each vertex \( v_j \in V_2 \). The objective function is

\[
\ell = \sum_{i=1}^{|V_1|} \sum_{j=1}^{|V_2|} A_{ij} \left( \log g(x_i^\top y_j) + b \mathbb{E}_{j \sim \mathcal{P}_N}[\log g(-x_i^\top y_j)] \right).
\]

Applying the same procedure for LINE, we can see that maximizing \( \ell \) is actually factorizing

\[
\log \left( \text{vol}(G) D_{row}^{-1} A D_{col}^{-1} \right) - \log b = X Y^\top
\]

where we use \( D_{row} \) and \( D_{col} \) because they are not the same in bipartite networks. Furthermore, the heterogeneous network is composed of three sub-networks — word-word network \( G_{ww} \), document-word network \( G_{dw} \), and label-word network \( G_{lw} \), where \( G_{dw} \) and \( G_{lw} \) are bipartite. Let the adjacency matrix of the three sub-networks be \( A_{ww} \in \mathbb{R}^{\#word \times \#word}, A_{dw} \in \mathbb{R}^{\#doc \times \#word} \) and \( A_{lw} \in \mathbb{R}^{\#label \times \#word} \). Take the diagonal degree matrices of \( G_{dw} \) as example, we use \( D_{row}^{dw} \) and \( D_{col}^{dw} \) to denote its diagonal matrices with row/column sum. Given the above notations, PTE is factorizing

\[
\log \left( \begin{bmatrix}
\alpha \text{vol}(G_{ww}) (D_{row}^{ww})^{-1} A_{ww} (D_{col}^{ww})^{-1} \\
\beta \text{vol}(G_{dw}) (D_{row}^{dw})^{-1} A_{dw} (D_{col}^{dw})^{-1} \\
\gamma \text{vol}(G_{lw}) (D_{row}^{lw})^{-1} A_{lw} (D_{col}^{lw})^{-1}
\end{bmatrix}\right) - \log b,
\]

where the factorized matrix is of shape \((\#word + \#doc + \#label) \times \#word\), \( b \) is the parameter for negative sampling, and \((\alpha, \beta, \gamma)\) are non-negative hyper-parameters to balance the weights of the three networks. In PTE, \((\alpha, \beta, \gamma)\) satisfy \( \alpha \text{vol}(G_{ww}) = \beta \text{vol}(G_{dw}) = \gamma \text{vol}(G_{lw}) \). This is because the authors perform edge sampling in training where edges from three different networks are sampled alternatively (see Section 4.2 in [34]).
2.2 DeepWalk

In this section, we analyze DeepWalk [28] and illustrate the essence of DeepWalk is actually performing an implicit matrix factorization (See the matrix form solution in Thm. 2.3).

DeepWalk assumes a “corpus” $D$ generated by random walks on graphs [23], and then trains a skip-gram with negative sampling (SGNS) on the corpus. For clarity, we summarize the DeepWalk method in Algorithm 1. The outer loop (Line 1-7) specifies the total number of times, $N$, for which we should run random walks. For each random walk of length $L$, the first vertex is sampled from a prior distribution $P(w)$. The inner loop (Line 4-7) specifies the construction of corpus $D$. Once we have the corpus $D$, we run an SGNS to attain the network embedding (Line 8). The number of negative samples is set to be $b$. Next, we introduce some necessary background about the SGNS technique, followed by our analysis of the DeepWalk method.

**Algorithm 1: DeepWalk**

1. for $i = 1, 2, \ldots, N$ do
2. Pick $w_i$ according to a probability distribution $P(w_i)$;
3. Generate a vertex sequence ($v_1, \ldots, v_n$) of length $L$ by random walk;
4. for $j = 1, 2, \ldots, L - T$ do
5. for $r = 1, \ldots, T$ do
6. Add vertex-context pair $(v_r, v_{r+j})$ to corpus $D$;
7. \[\text{Add vertex-context pair } (v_j, v_{j+r}) \text{ to corpus } D;\]
8. Run SGNS on $D$ with $b$ negative samples.

Preliminary on Skip-gram with Negative Sampling (SGNS)
The skip-gram model assumes a corpus of words $w$ and their context $c$. More concretely, the words come from a textual corpus of words $w_1, \ldots, w_n$ and the contexts for word $w_j$ are words surrounding it in an $T$-sized window $w_{j-T}, \ldots, w_{j-1}, w_{j+1}, \ldots, w_{j+T}$. Following the work by Levy and Goldberg [21], the SGNS is actually factorizing the joint distribution of words and their contexts. Let $G$ be a graph that has a vertex for each word in the corpus.

To characterize DeepWalk, we want to reinterpret Eq. 6 using graph theoretical terminology. The corpus $D$ is actually a multiset which counts the multiplicity of vertex-context pairs. To be consistent with the discussion in [21], we also use term $(w, c)$ to denote the number of times the vertex-context pair $(w, c)$ appears in corpus $D$. $\#(w) = \sum_c \#(w, c)$ and $\#(c) = \sum_w \#(w, c)$. Moreover, we define some necessary notations here. First, we divide the vertex-context pairs $(w, c)$ in multiset $D$ into $2T$ categories (sub-multiset). More concretely, for $r = 1, \ldots, T$, we define

$$D_r = \{(w, c) \in D : w_i = w, w_{i+r} = c\},$$

$$D_{r'} = \{(w, c) \in D : w_i = w, w_{i-r'} = c\}.$$  

That is, $D_{r}/D_{r'}$ is the sub-multiset of $D$ such that context $c$ is $r$-step after/before vertex $w$ in random walks. Second, for a specific vertex-context pair $(w, c)$, we use $\#(w, c)$ and $\#(w, c)'$ to denote the number of times such pair appears in $D_r$ and $D_{r'}$, respectively.

**Theorem 1.1**. Denote $P = D^{-1}A$, we have

$$\frac{\#(w, c)}{|D_r|} = \frac{d_w}{\text{vol}(G)} (P^r)_{w,c}$$

$$\frac{\#(w, c)'}{|D_{r'}|} = \frac{d_w}{\text{vol}(G)} (P^r)_{w,c}$$

Proof. Let’s consider the vertex sequence generated by random walk as described in Algorithm 1. Easy to see that $\frac{\#(w, c)}{|D_r|}$ is an estimator of the probability of visiting vertex $w$ at some position and vertex $c$ at another position $r$ steps after. Thus, we have

$$\frac{\#(w, c)}{|D_r|} = \frac{1}{L - T} \sum_{j=1}^{L-T} P(w_j = w, w_{j+r} = c)$$

And $\frac{\#(w, c)'}{|D_{r'}|}$ is the probability of visiting vertex $w$ at some position and vertex $c$ at another position $r$ steps after. Thus, we have

$$\frac{\#(w, c)'}{|D_{r'}|} = \frac{1}{L - T} \sum_{j=1}^{L-T} P(w_j = w) P(w_{j-r'} = c | w_j = w) \frac{d_w}{\text{vol}(G)} (P^r)_{w,c}.$$  

Similarly, we get $\frac{\#(w, c)'}{|D_{r'}|} = \frac{d_w}{\text{vol}(G)} (P^r)_{w,c}.$

**Remark 1.** What if we start the random walk with other distributions (for example, uniform distribution in origin DeepWalk [28])? Actually, for a connected, undirected, non-bipartite graph, $P(w_j = w) \rightarrow \frac{d_w}{\text{vol}(G)}$ as $j \rightarrow \infty$ (see section 3 in [23]). So when the length of random walk is sufficiently large, the theorem above still holds.

**Theorem 2.2.**

$$\frac{\#(w, c)}{|D_r|} = \frac{1}{2T} \sum_{j=1}^{T} \frac{d_w}{\text{vol}(G)} (P^r)_{w,c} + \frac{d_c}{\text{vol}(G)} (P^r)_{c,w}.$$  

Proof. Note that $\frac{|D_r|}{|D|} = \frac{|D_r|}{|D|} = \frac{1}{1}$, Thus, we get

$$\frac{\#(w, c)}{|D_r|} = \frac{\sum_{r=1}^{T} (\#(w, c) + \#(w, c)')}{|D_r|}$$

$$\sum_{r=1}^{T} (\#(w, c) + \#(w, c)') = \frac{|D_r|}{|D|} + \frac{|D_{r'}|}{|D|} = \frac{|D_r|}{|D|} + \frac{|D_{r'}|}{|D|}$$

$$\frac{\sum_{r=1}^{T} (\#(w, c) + \#(w, c)')}{|D_r|} = \frac{T}{2T} \frac{d_w}{\text{vol}(G)} (P^r)_{w,c} + \frac{d_c}{\text{vol}(G)} (P^r)_{c,w}.$$  

Further, we have $\frac{\#(w)}{|D_r|} = \frac{d_w}{\text{vol}(G)}$ and $\frac{\#(c)}{|D_r|} = \frac{d_c}{\text{vol}(G)}.$
Theorem 2.3. For DeepWalk,
\[ \frac{\#(w, c) \cdot D}{\#(w) \cdot \#(c)} = \frac{\text{vol}(G)}{2T} \left( \frac{1}{d_c} \sum_{r=1}^{T} (P_r')_{w,c} + \frac{1}{d_w} \sum_{r=1}^{T} (P_r')_{c,w} \right). \]

In matrix form, DeepWalk is equivalent to factorizing
\[ \log \left( \frac{\text{vol}(G)}{T} \sum_{r=1}^{T} P_r \right) D^{-1} \right) \cdot \log(b). \quad (7) \]

Proof. Using the results in Thm. 2.2, we get
\[ \frac{\#(w, c) \cdot D}{\#(w) \cdot \#(c)} = \frac{\text{vol}(G)}{2T} \left( \frac{1}{d_c} \sum_{r=1}^{T} (P_r')_{w,c} + \frac{1}{d_w} \sum_{r=1}^{T} (P_r')_{c,w} \right). \]

Write it in matrix form:
\[ \frac{\text{vol}(G)}{2T} \left( \sum_{r=1}^{T} P_r D^{-1} + \sum_{r=1}^{T} D^{-1} (P_r')^T \right) \]
\[ = \frac{\text{vol}(G)}{2T} \left( \sum_{r=1}^{T} D^{-1} A \times \cdots \times D^{-1} A D^{-1} + \sum_{r=1}^{T} D^{-1} AD^{-1} \times \cdots \times AD^{-1} \right) \]
\[ = \frac{\text{vol}(G)}{T} \sum_{r=1}^{T} D^{-1} A \times \cdots \times D^{-1} A D^{-1} = \text{vol}(G) \left( \frac{1}{T} \sum_{r=1}^{T} P_r \right) D^{-1}. \]

Corollary 2.4. Comparing Eq. 4 and Eq. 7, we can easily observe that LINE (2nd) is a special case of DeepWalk when \( T = 1 \).

Discussion on Yang et al. [46, 47] Two related works we want to discuss here are [46] and [47] by the same authors, where they claim they prove a closed form matrix factorized by DeepWalk. The conclusion is then referred and used in a few following papers [29, 42, 48]. Here we want to point out their limitations. The first issue comes from negative sampling. In [46] and [47], a strong assumption is the use of softmax instead of negative sampling. In softmax, all samples are of equal weights. However, negative sampling performs weighted sampling according to the frequency of samples. The second issue comes from random walk and the construction of the "corpus" \( D \). In DeepWalk, the vertex-context pairs are "undirected" — for one vertex, both its predecessors and successors in random walk will be treated as its context. In [46] and [47], however, the authors only consider vertex-context pair whose context comes after vertex. This makes their results limited.

2.3 node2vec

Node2vec [15] is a recent state-of-the-art network embedding method. We briefly summarize node2vec in Algorithm 2. Different from DeepWalk, node2vec defines a 2nd-order random walk. The authors first define an unnormalized transition probability tensor \( \mathbf{T} \) with two parameters — return parameter \( p \) and in-out parameter \( q \), and then normalize it to be a transition probability (Line 1):
\[ \mathbf{T}_{i,j,k} = \begin{cases} \frac{1}{2} & i, j, k \text{ form a closed-triangle}, \\ 1 & i, j, k \text{ form an open-triangle}. \end{cases} \]

Similar to DeepWalk, node2vec performs this 2nd-order random walk to generate a "corpus" \( D \) (Line 2-8) and then train an SGNS model (Line 9) on the corpus.

Algorithm 2: node2vec

1. Construct transition probability tensor \( \mathbf{T} \).
2. for \( i = 1, 2, \ldots, N \) do
   3. Pick \( w_1, w_2 \) according to a distribution \( P(w_1, w_2) \);
   4. Generate a vertex sequence \( \{w_1, \ldots, w_L\} \) by the 2nd-order random walk;
5. for \( j = 2, 3, \ldots, L - T \) do
   6. for \( r = 1, \ldots, T \) do
   7. Add vertex-context pair \( (w_j, w_{j+r}) \) to corpus \( D \);
   8. Add vertex-context pair \( (w_{j-r}, w_j) \) to corpus \( D \);
9. Run SGNS on \( D \) with \( b \) negative samples.

Notations We define some necessary notations to characterize the 2nd-order random walk. Firstly, we categorize vertex-context pairs into the following classes, i.e., for \( r = 1, \ldots, T \)
\[ D_{\mathbf{P}} = \{(w, c, u) : w_r = u, w_{r+1} = c\} \]
\[ D_{\mathbf{P}} = \{(w, c, u) : w_{r-1} = c, w_{r+1} = u\}. \]

Similarly, for a certain triplet \( (w, c, u) \), we use \#(w, c, u)\( P \) and \#(w, c, u)\( F \) to denote the number of times such triplets appear in \( D_{\mathbf{P}} \) and \( D_{\mathbf{F}} \).

Secondly, the higher-order transition probability tensor is defined to be \((P^r)_{i,j,k}\) in DeepWalk.

Stationary Distribution Tensor \( \mathbf{P} \) defines a 2nd-order Markov chain. The stationary distribution \( \mathbf{X}_{i,j} \) of the 2nd-order Markov chain satisfies \( \sum_k P_{i,j,k} \mathbf{X}_{k,j} = \mathbf{X}_{i,j} \). The existence of such \( X \) is guaranteed by Perron-Frobenius theorem [3]. In our analysis of node2vec, we assume the first two vertices of the 2nd-order random walks are sampled from the stationary distribution \( X \). Moreover, for any \( r \geq 1 \), \( \mathbf{P} \) and \( X \) satisfy \( \sum_j (P^r)_{i,j,k} X_{k,j} = \sum_j X_{i,j} \), which can be proved by induction on \( r \).

Main Results Limited by space, we list the main results of node2vec without proofs. The idea is similar to our analysis of DeepWalk.
Theorem 3.3. ([16], pp. 178-180) Let B, C be two n x n symmetric matrices. Then for the decreasingly ordered singular values of B, C and BC, the following inequality
\[ \sigma_{i+j-1}(BC) \leq \sigma_i(B) \times \sigma_j(C) \]
holds for any 1 \leq i, j \leq n and i + j \leq n + 1.

Proofs and Analysis By Thm. 3.1, D^{-1/2}AD^{-1/2} = I - L has eigen-decomposition \( UAU^\top \) such that \( U^\top = I, A = \text{diag}(\lambda_1, \cdots, \lambda_n) \), where \( 1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq -1 \). Based on the eigen-decomposition of \( D^{-1/2}AD^{-1/2} \), we can see that \( \left( \frac{1}{T} \sum_{r=1}^T \mathbf{P}^r \right) D^{-1} \)
has the decomposition
\[ \left( \frac{1}{T} \sum_{r=1}^T \mathbf{P}^r \right) D^{-1} = D^{-1/2}U \left( \frac{1}{T} \sum_{r=1}^T \mathbf{N}^r \right) U^\top D^{-1/2}, \]
which is the product of the following three symmetric matrices: \( D^{-1/2}, U \left( \frac{1}{T} \sum_{r=1}^T \mathbf{N}^r \right) U^\top \), and \( D^{-1/2} \). For either the first or the third matrix, \( D^{-1/2} \), it is a diagonal matrix with eigenvalues \( 1/\sqrt{d_i} \), for \( i = 1, \cdots, n \). For the second matrix, \( U \left( \frac{1}{T} \sum_{r=1}^T \mathbf{N}^r \right) U^\top \) has eigenvalues \( \frac{1}{T} \sum_{r=1}^T \lambda_r^r \), for \( i = 1, \cdots, n \). We can treat the new eigenvalue \( \frac{1}{T} \sum_{r=1}^T \lambda_r^r \) as the output of a transformation applied on old eigenvalue \( \lambda_i \), i.e., a kind of filter! We plot the effect of this transformation (filter) \( f(x) = \frac{1}{T} \sum_{r=1}^T x^r \) in Figure 1(a). This filter has two properties. Firstly, it prefers positive large eigenvalues; Secondly, the preference becomes stronger as the window size \( T \) increases. In conclusion, as \( T \) grows, this filter tries to approximate a low rank positive semi-definite matrix by keeping large positive eigenvalues.

Figure 1: Comprehend DeepWalk Matrix as Filtering: (1) Function \( f(x) = \frac{1}{T} \sum_{r=1}^T x^r \) with domain \([-1, 1]\). The window size \( T \) is set to be 1, 2, 5, 10, respectively; (2) Eigenvalues of \( D^{-1/2}AD^{-1/2}, U \left( \frac{1}{T} \sum_{r=1}^T \mathbf{N}^r \right) U^\top \), and \( \left( \frac{1}{T} \sum_{r=1}^T \mathbf{P}^r \right) D^{-1} \) for Cora network.

Guided by Thm. 3.2, the decreasingly ordered singular values of the matrix \( U \left( \frac{1}{T} \sum_{r=1}^T \mathbf{N}^r \right) U^\top \) can be constructed by sorting the absolute value of its eigenvalues in non-increasing order such that
\[ \frac{1}{T} \sum_{r=1}^T \lambda_r^r \geq \frac{1}{T} \sum_{r=1}^t \lambda_r^r \geq \cdots \geq \frac{1}{T} \sum_{r=1}^1 \lambda_r^r, \]
where \( p_1, p_2, \cdots, p_n \) is a permutation of \( \{1, 2, \cdots, n\} \). Similarly, since every \( d_i \) is positive, the decreasingly ordered singular values of the matrix \( D^{-1/2} \) can be constructed by sorting \( 1/\sqrt{d_i} \) in non-increasing order such that
\[ 1/\sqrt{d_{p_1}} \geq 1/\sqrt{d_{p_2}} \geq \cdots \geq 1/\sqrt{d_{p_n}} \]
where \( \{q_1, q_2, \cdots, q_n\} \) is a permutation of \( \{1, 2, \cdots, n\} \). Applying
Thm. 3.3 twice reveals the fact that the s-th singular value satisfies
\[
\sigma_s \left( \frac{1}{T} \sum_{t=1}^{T} P^t \right) \leq \sigma_1 \left( D^{-\frac{1}{2}} \right) \sigma_1 \left( U \left( \frac{1}{T} \sum_{t=1}^{T} \Lambda^t \right) U^\top \right) \sigma_h \left( D^{-\frac{1}{2}} \right) = \left[ \frac{1}{T} \sum_{t=1}^{T} \lambda_{p_t}^2 \right]^{\frac{1}{2}} \sqrt{\lambda_{q_t}},
\]
for any 1 ≤ i, j, k ≤ n and s := i + j + k − 2. This could be interpreted as another filter, since the magnitudes of eigenvalues are reduced according to the degree sequence, i.e., d’i’s. In particular, an upper bound of this filter can be showed by simply fixing i = k = 1, i.e.,
\[
\sigma_s \left( \frac{1}{T} \sum_{t=1}^{T} P^t \right) \leq \left[ \frac{1}{T} \sum_{t=1}^{T} \lambda_{p_t}^2 \right] \frac{1}{d_{q_1}},
\]
for any 1 ≤ s ≤ n. According to our construction, d_{q_1} = d_{\min} is the smallest generalized degree.

**Illustrative Example: Cora** In order to illustrate the filtering effect we discuss above, we analyze a small citation network Cora [24]. To meet our assumption that the network is connected, we choose the largest connected components from Cora, with 2,485 nodes (90.8% nodes), 5,069 edges (93.4% edges), and minimum degree d_{\min} = 1. We also assume the citation links are undirected. As shown in Figure 1(b), we plot the decreasingly ordered eigenvalues of matrices \( D^{-1/2} A D^{-1/2} \), \( U \left( \frac{1}{T} \sum_{t=1}^{T} \Lambda^t \right) U^\top \), and \( \frac{1}{T} \sum_{t=1}^{T} P^t \) \( D^{-1} \), respectively. For \( D^{-1/2} A D^{-1/2} \), the largest eigenvalue \( \lambda_1 = 1 \) with multiplicity one, and the smallest eigenvalue \( \lambda_n = -0.971 > -1 \). For \( U \left( \frac{1}{T} \sum_{t=1}^{T} \Lambda^t \right) U^\top \), we observe that all negative eigenvalues and small positive eigenvalues are “filtered out” in spectrum. Finally, for matrix \( \frac{1}{T} \sum_{t=1}^{T} P^t \) \( D^{-1} \), we observe that the magnitudes of eigenvalues are further reduced.

### 3.2 NetMF

In this section, we propose NetMF. For simplicity, we denote \( M = \frac{\text{vol}(G)}{b T} \left( \sum_{t=1}^{T} P^t \right) D^{-1} \), and call log \( M \) the DeepWalk matrix.

**NetMF for Small Window Size \( T \)** NetMF for small \( T \) is quite straightforward and intuitive. The basic idea is to compute DeepWalk matrix exactly and then perform matrix factorization. The details in listed in Algorithm 3. In the first step (Line 1-2), we compute matrix power from \( P^1 \) to \( P^T \) and then get \( M \). However, the factorization of log \( M \) presents computation challenges due to the element-wise matrix logarithm. The matrix is not only ill-defined (since log 0 = −∞), but also dense. Inspired by an approach from skip-gram model named Shifted PPMI (SPPMI) [21], we define \( M' \) such that \( M_{i,j}' = \max(M_{i,j}, 1) \) (Line 3). In this way log \( M' \) is a sparse and consistent version of log \( M \). We then factorize log \( M' \) using Singular Value Decomposition and construct network embedding using its top-d singular vectors.

**NetMF for Large Window Size** Direct computation of matrix \( M \) presents some computation challenges for large window size \( T \). First, the time complexity of exact computation of matrix \( M \) is \( O(T |V| |E|) \). Second, it also leads to numerical precision problems. Here we propose an approximation algorithm as listed in Algorithm 4. The basic idea is from our analysis in section 3.1, where we reveal \( M' \)’s relationship with normalized graph Laplacian and show its low-rank nature theoretically and empirically.

In our algorithm, we first approximate \( D^{-1/2} A D^{-1/2} \) with its top-\( h \) eigenpairs \( U_h \Lambda_h U_h^\top \) (Line 1). Since only top-\( h \) eigenpairs are required and the matrix is sparse, we can perform decomposition using the Arnoldi method [19] which achieves significant time reduction [45]. In step two (Line 2), we approximate \( M \) with \( \tilde{M} = \frac{\text{vol}(G)}{b} D^{-1/2} U_h \left( \frac{1}{T} \sum_{t=1}^{T} \Lambda^t \right) U_h^\top D^{-1/2} \). The final step is the same as that in Algorithm 3. We define \( \hat{M} = \max(\tilde{M}, 1) \) and then perform SVD on log \( \hat{M} \) to get network embedding.

The largest obstacle is the element-wise matrix logarithm. Since we do not have a good tool to analyze this operator, we have to compute it explicitly even we already have a good low-rank approximation of \( M \). We leave this problem for further research.

**Proofs and Analysis** For NetMF with large window size, we develop the following error bound theorem for the approximation of \( M \) and the approximation of log \( M' \).

**Theorem 3.4.** Let \( || \cdot ||_F \) be matrix Frobenius norm. Then
\[
\left\| M - \hat{M} \right\|_F \leq \frac{\text{vol}(G)}{b d_{\min}} \sqrt{\sum_{j \neq 1}^{n} \left[ \sum_{t=1}^{T} \lambda_j^t \right]^2} ;
\]
\[
\left\| \log M' - \log \hat{M} \right\|_F \leq \left\| M' - \hat{M} \right\|_F \leq \left\| M - \hat{M} \right\|_F .
\]

**Proof.** See Appendix.

Thm. 3.4 reveals the fact that, even we do not have a tool to analyze element-wise matrix logarithm, the error bound for the approximation of log \( M' \) is bounded by the error bound for the approximation of \( M \).

### 4 EXPERIMENTS

In this section, we evaluate the proposed NetMF method on the node multi-label classification task, which was also used in the works of DeepWalk, LINE, and node2vec.
Datasets  We employ four widely-used datasets for this task. The statistics of these datasets are listed in Table 2.

**BlogCatalog** [36] is a network of social relationships of the online bloggers. The node labels represent interests of bloggers.

**Protein-Protein Interactions (PPI)** [32] is a subgraph of PPI network for Homo Sapiens. The labels are obtained from the hallmark gene sets and represent biological states.

**Wikipedia** is a co-occurrence network of words appearing in the first million bytes of the Wikipedia dump. The labels are the Part-of-Speech (POS) tags inferred by Stanford POS-Tagger [38].

**Flickr** [36] is a network of the contacts between users in Flickr. The labels represent the interest groups of the users.

Baseline Methods  We compare our methods NetMF ($T = 1$) and NetMF ($T = 10$) with LINE (2nd) [35] and DeepWalk [28], which we have introduced in Sections 2.1 and 2.2, respectively. For NetMF ($T = 10$), we set $h = 1024$. For DeepWalk, we present its walk length 40, and the number of walks starting from each vertex to be 80. Finally, for all methods, the embedding dimension is set to be 128.

Prediction Setting  Following exactly the same experimental procedure and treatment in DeepWalk [28], we randomly sample a portion of labeled vertices for training, and use the rest for testing. For BlogCatalog, PPI, and Wiki datasets, the training ratio is varied from 10% to 90%. For Flickr, the training ratio is varied from 1% to 10%. We use the one-vs-rest logistic regression model implemented by LIBLINEAR [13] for the multi-label classification task. In the test phase, the one-vs-rest model yields a ranking of labels rather than an exact label assignment. To avoid the thresholding effect [37], we assume that the number of labels for test data is given [28, 37]. We repeat the prediction procedure 10 times and evaluate the performance of different approaches in terms of average Micro-F1 and average Macro-F1 [40].

Experimental Results  Figure 2 summarizes the prediction performance of all methods on the four datasets and Table 3 lists the quantitative and relative gaps between our methods and baselines. In specific, we show NetMF ($T = 1$)'s relative performance gain over LINE (2nd) and NetMF ($T = 10$)'s relative improvements over DeepWalk, respectively, as each pair of them share the same parameter setting. In general, we have the following key observations and insights:

1. As one can see from Figure 2, in most of cases, the proposed NetMF methods achieve better predictive performance over baseline approaches as measured by both Micro-F1 and Macro-F1, demonstrating the effectiveness of the theoretical foundation we lay out for network embedding.

2. As shown in Table 3, the proposed methods outperform DeepWalk and LINE by large margins when sparse labeled vertices are provided. Take the PPI dataset with 10% training data as an example, NetMF ($T = 1$) achieves relatively 18.15% and 13.19% performance gains over LINE (2nd) and NetMF ($T = 10$)'s relative improvements over DeepWalk, respectively. More impressively, NetMF ($T = 10$) outperforms DeepWalk by 38.61% and 18.96% relatively as measured by two metrics.

3. DeepWalk and LINE (2nd) become more comparable to NetMF as the increase of training data, especially in BlogCatalog and PPI. However, in other datasets such as Flickr, as the training ratio increases, NetMF ($T = 10$) achieves >4.9% improvements over DeepWalk in terms of Micro-F1.

4. In Wikipedia, NetMF ($T = 1$) shows better performance than NetMF ($T = 10$), DeepWalk and LINE, which implies that short-term dependence is enough to model its network structure. This is because Wikipedia is a dense word co-occurrence network (average degree is 77.11) in which edges exist between words co-occurring in a two-length window in the Wikipedia corpus.

5. DeepWalk actually tries to estimate the true vertex-context joint distribution with an empirical one through random walk sampling. Although the consistency can be guaranteed by the law of

---

Table 2: Statistics of Datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BlogCatalog</th>
<th>PPI</th>
<th>Wikipedia</th>
<th>Flickr</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>V</td>
<td></td>
<td>10,312</td>
<td>3,890</td>
</tr>
<tr>
<td>$</td>
<td>E</td>
<td></td>
<td>333,983</td>
<td>76,584</td>
</tr>
<tr>
<td>#Labels</td>
<td>39</td>
<td>50</td>
<td>40</td>
<td>195</td>
</tr>
</tbody>
</table>
Table 3: Micro/Macro-F1 Score(%) for Multilabel Classification on BlogCatalog, PPI, Wikipedia, and Flickr datasets. In Flickr, 1% of vertices are labeled for training, and in the other three datasets, 10% of vertices are labeled for training.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>10%</th>
<th>10%</th>
<th>10%</th>
<th>Flickr (1%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BlogCatalog (10%)</td>
<td>PPI (10%)</td>
<td>Wikipedia (10%)</td>
<td>Flickr (1%)</td>
</tr>
<tr>
<td></td>
<td>Micro-F1</td>
<td>Macro-F1</td>
<td>Micro-F1</td>
<td>Macro-F1</td>
</tr>
<tr>
<td>LINE (2nd)</td>
<td>10.25</td>
<td>21.07</td>
<td>18.02</td>
<td>16.53</td>
</tr>
<tr>
<td>NetMF (T = 1)</td>
<td>12.33</td>
<td>23.61</td>
<td>21.29</td>
<td>18.71</td>
</tr>
<tr>
<td>Relative Gain of NetMF (T = 1)</td>
<td>20.29%</td>
<td>12.06%</td>
<td>18.15%</td>
<td>13.19%</td>
</tr>
<tr>
<td>DeepWalk</td>
<td>11.28</td>
<td>22.95</td>
<td>16.68</td>
<td>17.19</td>
</tr>
<tr>
<td>NetMF (T = 10)</td>
<td>12.98</td>
<td>25.66</td>
<td>23.12</td>
<td>20.45</td>
</tr>
<tr>
<td>Relative Gain of NetMF (T = 10)</td>
<td>15.07%</td>
<td>11.81%</td>
<td>38.61%</td>
<td>18.96%</td>
</tr>
</tbody>
</table>

5 RELATED WORK

The story of network embedding stems from Spectral Clustering [4, 43], a general data clustering technique, which selects eigenvalues/eigenvectors of a data affinity matrix to obtain a data representation that can be clustered or embedded in a low-dimensional space. Spectral Clustering has been widely used in fields such as community detection [20] and image segmentation [31]. In recent years, there is an increasing interest in network embedding. Following a few pioneer works such as SocDim [36], DeepWalk [28], LINE [35], a growing number of literature has paid the attention to this area, for example, heterogeneous network embedding [7, 11, 17, 34], direct network embedding [27], semi-supervised network embedding [18, 42, 49], network embedding with rich vertex attributes [41, 47], network embedding via deep neural network [6, 22, 44], signed network embedding [9], etc.

Among the above papers, a wildly used technique is to define “context” for each vertex, and then train a predictive model to perform context prediction. For example, DeepWalk [28] and node2vec [15] define vertices’ context by the 1st and 2nd-order random walks, respectively; LINE defines a vertex’s context by its neighbors; Metapath2vec [11] defines vertex’s context by meta path [33]. These ideas of using “context” are mostly motivated by a wildly used predictive model, i.e., skip-gram with negative sampling (SGNS) [26]. Most recently, an excellent work written by Levy and Goldberg [21] proves that SGNS is actually conducting implicit matrix factorization, which provides us a tool to analyze the above network embedding models. Besides the analysis in Levy and Goldberg [21] proves that SGNS is actually conducting implicit matrix factorization, which provides us a tool to analyze the above network embedding models. Besides the analysis in Levy and Goldberg [21], we also utilize the conclusions from random walk on graph [23], spectral graph theory [10] and matrix analysis [16, 39] to help understand network embedding models.

6 CONCLUSION

In this work, we provide a theoretical analysis of four impactful network embedding methods—DeepWalk, LINE, PTE, and node2vec—that were recently proposed between year 2014 and year 2016. We show that all of the four methods are essentially performing implicit matrix factorization and the closed forms of their matrices offer not only the relationships between those methods but also their intrinsic connection with graph Laplacian. We further propose NetMF—a framework to explicitly factorize the closed-form matrices that DeepWalk and LINE aim to implicitly approximate and factorize. Our extensive experiments suggest that NetMF’s direct factorization achieves consistent performance improvement over DeepWalk and LINE.

In the future, we would like to further explore promising directions to advance network embedding. It would be necessary to investigate whether and how the development in random-walk polynomials [8] can support fast approximations of the closed-form matrices. The computation and approximation of the 2nd-order random walks employed by node2vec is another interesting topic to follow. In addition, it is exciting to study the nature of skip-gram based dynamic and heterogeneous network embedding.

APPENDIX:

THEOREM 3.4. Let $\| \cdot \|_F$ be matrix Frobenius norm. Then

$$\| M - \hat{M} \|_F \leq \frac{(\log G) \cdot \text{vol}(G)}{\text{bd}_{\text{max}}} \left( \sum_{k=1}^{n} \frac{1}{T} \sum_{t=1}^{T} \hat{A}^k \right)^{\frac{3}{2}} + \frac{(\log G) \cdot \text{vol}(G)}{\text{bd}_{\text{max}}} \left( \sum_{k=1}^{n} \frac{1}{T} \sum_{t=1}^{T} \hat{A}^k \right)^{\frac{1}{2}} \cdot \| \log M' - \log \hat{M}' \|_F \leq \| M' - \hat{M}' \|_F \leq \| M - \hat{M} \|_F.$$  

PROOF. The first inequality can be seen by applying the definition of Frobenius norm and Eq. 10.

For the second inequality, first to show $\| \log M' - \log \hat{M}' \|_F \leq \| M' - \hat{M}' \|_F$. According to the definition of Frobenius norm, sufficient to show $\| \log M'_{i,j} - \log \hat{M}'_{i,j} \| \leq \| \hat{M}'_{i,j} - M'_{i,j} \|$ for any $i, j$.

Without loss of generality, assume $M'_{i,j} \leq \hat{M}'_{i,j}$.

$$\log M'_{i,j} - \log \hat{M}'_{i,j} = \log M'_{i,j} - \log \hat{M}'_{i,j} = \log \left( 1 + \frac{M'_{i,j} - M'_{i,j}}{M'_{i,j}} \right) \leq \frac{M'_{i,j} - M'_{i,j}}{M'_{i,j}} = M'_{i,j} - M'_{i,j} = \| M'_{i,j} - M'_{i,j} \|,$$

where the first inequality is because $\log (1 + x) \leq x$ for $x \geq 0$, and the second inequality is because $M'_{i,j} = \max(M_{i,j}, 1) \geq 1$. Next to show $\| M' - \hat{M}' \|_F \leq \| M - \hat{M} \|_F$. Sufficient to show $\| M'_{i,j} - \hat{M}'_{i,j} \| \leq \| M_{i,j} - \hat{M}_{i,j} \|$ for any $i, j$. Recall the definition of $M'$ and $\hat{M}'$, we get $\| M'_{i,j} - \hat{M}'_{i,j} \| = \max(M_{i,j}, 1) - \max(M_{i,j}, 1) \leq M_{i,j} - M_{i,j}$. □

large numbers, the gap between the true and estimated distributions may still negatively affect their prediction performance due to the large size of real-world networks.